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PREFACE

hat a time it is to be an evolutionary biologist! In the first edition
of this book, we wrote that we envy the student taking a class in evolutionary biology
today. Recent events only strengthen this sentiment. For example, since the first
edition of the book was released, our understanding of human evolutionary history has
been upended by findings including definitive evidence of substantial interbreeding
between humans and other Homo species such as Neanderthals and Denisovans. Or
to provide another example, as the final drafts of this edition were being completed,
extensive evidence of a new hominin species, Homo naledi, was uncovered in a South
African cave. We scrambled to tell its remarkable story before the book went to press.
These findings, along with other major advances in our understanding of human
evolutionary history, stimulated us to expand our coverage of human evolution from
a short section in our first edition to an entirely new chapter in this second edition.

Evolutionary biologists continue to collaborate in new and dynamic ways with
researchers in many disciplines and bring to such collaboration a diverse set of
perspectives—from areas such as phylogenetics, population genetics, the study of
adaptation, molecular genetics, and developmental biology, to name just a few. The
result is a much deeper understanding of the history and diversity of life on Earth over
the past 4 billion years or so. Our job as the authors of this book is to capture the exciting
work that has gone into this effort and to present it in a rigorous and engaging fashion.

To achieve this goal, we draw on our dual roles as researchers in and teachers of
evolutionary biology. We each run active labs abuzz with the excitement that surrounds
the science of evolution. We both lecture about evolution to students at our own
universities and to audiences around the world. And we are each enthusiasts about the
history of science in general and the history of evolutionary biology in particular. The
successful strategies we've developed for communicating with these diverse audiences
have informed the tone, emphases, and features in this textbook in a way that we hope
will excite the scientific imaginations of students and instructors alike.

We relish the fact that #// science is about testing hypotheses. Hypothesis-driven
science has proved to be the most powerful approach ever devised for understanding the
nature of the physical world we live in. No other approach even comes close. We convey
this through the abundant use of examples in which evolutionary biologists generate and
test hypotheses. In this second edition, we continue the path we took in the first edition
and include the newest work from around the globe. Through these examples, students
will gain an intimate understanding that evolutionary biology is a continually developing
field in which theoretical ideas translate into testable predictions and in which the
process of hypothesis testing leads to refinements of theory. Through the lens of current
research, students can see how the scientific understanding of evolutionary biology is
ever changing and that built into science is a system that allows each assumption to be
challenged and refined or even rejected based on a preponderance of evidence.

XXi
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Preface

We understand that it is szories, not catalogs of facts, that resonate with students (or
anyone else). And so, in each chapter, we make use of the natural human inclination
to acquire and process information in narrative form. Within the field of evolutionary
biology are fascinating stories on many levels: stories of individual scientists and how
they came to their discoveries, stories of how human thought has changed over the
centuries, stories of how major evolutionary innovations arose in the history of life,
stories of how individual species have changed over millennia through biological
evolution or, as in the case of many microbes, how a population can change dramatically
in a matter of weeks.

Science is much more than narrative, of course. As in all mature sciences, models play
a fundamental role in evolutionary biology today. In this book, we devote considerable
attention to simple conceptual models of evolutionary processes. Often, such models can
be profitably expressed through the language of mathematics, and one of our principal
aims in the text is to help students become comfortable with this approach. One of the
most important things that students learn in college-level physics or economics classes
is how to formulate questions about the real world in the language of mathematical
models and how to answer these questions appropriately using mathematical analysis.
We believe strongly that this should be a critical component of a college education in
the biological sciences as well. At the same time, we recognize that students enter this
course with varying degrees of mathematical preparedness, and so we have placed the
more advanced concepts in boxes in an effort to offer instructors maximum flexibility
in integrating mathematical models into their course.

So that students will gain a firm understanding of the essential foundations of
evolutionary reasoning, we introduce several fundamental components of evolutionary
thought in Chapter 1 and emphasize them throughout this textbook. These include:

® Phylogenetics. All living things on the planet today—and indeed all life that
has ever existed—are linked by a shared evolutionary history that evolutionary
biologists represent using phylogenetic trees. Thus, to understand evolutionary
relationships, whether between two HIV strains or among the different domains
of life, students must learn to think in terms of phylogenetic relationships. We
consider it crucial that any textbook on evolution seamlessly integrates phylogenetic
thinking throughout, and we have done so here. If students walk away remembering
just one thing about this book—though of course we hope they walk away
remembering much more—it will be the importance of phylogenetic thinking.

® Population thinking. Evolutionary change occurs in populations, but most
contemporary biology curricula train students to think at the level of the
individual, as one would in a physiology course, for example. In this book,
we demonstrate how to think at the population level as well, paying careful
attention to the properties of populations: population composition, variation
among individuals within and between populations, change in the properties
of a population over time, and so forth. This population-level perspective,
particularly as it relates to the process of natural selection, permeates this book.
Because we know that some students initially struggle to master this type of
population-level thinking, we devote considerable space to teaching this skill.

= Natural selection. Evolution is often defined as “descent with modification.” As a
population geneticist (CTB) and a behavioral evolutionary biologist (LAD), we both
study the processes responsible for such “modification.” We convey the importance
of this topic to students by teaching them how the process of natural selection has
shaped the diversity of life on this planet and how other processes—most notably
genetic drift—have also contributed to the myriad forms of life around us.



Features

This textbook integrates the big themes in evolutionary biology—phylogenetics and
population thinking—in a way that is both current and accessible. Extensive, in-
depth, current research examples, an emphasis on problem solving, and a stunning
art program engage students, helping them understand fundamental concepts and
processes. Major features include:

® Extensive coverage of phylogenetics, which is introduced in Chapter 1
through the examination of a few engaging examples that demonstrate the
power of phylogenetic thinking. Soon after, in Chapter 4, Phylogeny and
Evolutionary History, and Chapter 5, Inferring Phylogeny, students are taught
how to interpret and then build trees that generate testable hypotheses about
evolutionary history and compare the relatedness of living organisms. This
strong foundation in phylogenetic reasoning is then integrated into the text and
art in virtually every chapter that follows.

® We explore fundamental concepts through the lens of phylogenetics and
population thinking and reinforce these concepts using current research
examples, many of which are drawn from research done in the past decade.
From Chapter 3’s in-depth examination of Hopi Hoekstra’s work on natural
selection, phylogeny, cryptic coloration, and the Mc1R and Agouti genes in
oldfield mice (Peromyscus polionotus), to Chapter 11’s coverage of Jack Szostak’s
work on lipid membranes and reproduction in the earliest cellular life forms,
to Chapter 19’s story of how genetic evidence of
interbreeding between humans and both Neanderthals
and Denisovans has radically revised our understanding

Colostethus talamancae ——»

»

Allobates femoralis —> s b

Allobates zaparo —————————»

Colostethus sauli ——————— %

Hyloxalus

Colostethus infraguttatus ——» % g I

of our evolutionary history, the excitement of current
research is captured throughout.

® Significant coverage of contemporary topics such as
genomics, evo—devo, molecular evolution, and human .
evolution, including full chapters on the following
subjects: Genome Evolution (Chapter 10), Evolution and
Development (Chapter 13), Coevolution (Chapter 18),
Human Evolution (Chapter 19), and Evolution and

Medicine (Chapter 20).
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concepts. The examples were carefully chosen to offer
a balance of classic and contemporary studies that
most fully illustrate the concept being discussed.

J ‘w
Phyllobates bicolor

Dendrobates leucomelas
Dendrobates tinctorius t
e
| 3 I

® A beautiful and information-rich art program was
carefully developed to promote understanding of key
concepts described in the text by both engaging students
visually and providing them with just the right amount
of detail. The art includes distinctive figures that help
students in the following ways:

1. Phylogenetic relationships are made clear through
the many phylogenetic trees that appear in virtually
every chapter. Many of these trees also include in-
figure captions, photographs, and line art that enrich
students’ understanding of the concept or example.

Preface

FIGURE 4.24 Convergent
evolution in the Dendrobatidae.
A phylogeny of the Dendroba-
tidae with aposematic clades
shaded reveals multiple origins

of aposematism. Frogs in the lefc
column are cryptic and palatable;
frogs in the right column are
brighely colored and, with the
exception of the mimic A.

zapars, toxic. Adapeed from Santos
etal. (2003), nomenclature follow-
ing Grant et al. (2006).

xxiii



XXiv Preface

2. Research-style data graphics are presented much like they appear in the
primary literature, but with carefully developed labels and in-figure captions
that teach students to interpret and analyze the image or graph visually.
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3. Diagrams of experimental processes encourage students to visualize not just
the outcome of a research study, but the specifics of how the experiment was
constructed so that they can better understand the meaning behind the data.

53.7%

Captured

FIGURE 3.9 Early work on predation, coat color, and fitness in the oldfield mouse. Mice with light

and dark coats were exposed to owl predators in three different environments: dark background with sparse
vegetation (A), light background with sparse vegetation (B), and light background with dense vegetation

(C). The identity of the first mouse captured in each trial was recorded. Trials lasted fifceen minutes, and if
neither mouse was taken by the owl, the trial ended. The percentages of trials in which mice of a given coat
color were the first to be taken by the owl are shown in each panel (percentages in a panel do not sum to 100
because of trials in which neither mouse was taken by the predator). In all cases, owls initially captured a higher
percentage of “color-mismatched” mice; namely, those with coat colors that failed to match cheir environments.
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e Clear and accessible coverage of quantitative methods, the most difficult of
which are in optional boxes. This teaches students how to formulate questions
about evolutionary processes and relationships the ways researchers do—in the
language of quantitative models.

e High-quality problem sets in the end-of-chapter material provide students with
extensive practice in formulating and solving problems.



Resources for Instructors
Downloadable Instructor’s Resources

These include content for use both in the classroom and online:

= Book art in JPEG and PowerPoint formats.

® Free, customizable Coursepacks, which are accessible directly through
instructors’ learning management systems and include new adaptive learning
modules on interpreting data, phylogenetic trees, and population genetics.

® Test Bank in Examview, Word RTF, and PDF formats.

® Instructor’s Manual in PDF format.

For more information and to view samples, go to wwnorton.com/instructors.

Test Bank

The Test Bank has been developed using the Norton Assessment Guidelines and
provides a quality bank of 1000 items consisting of multiple choice and short answer/
essay questions. Each question in the Test Bank is classified by Bloom’s taxonomy,
learning objective, section, and difficulty, making it easy to construct tests and quizzes
that are meaningful and diagnostic.

Instructor’s Manual

This helpful online resource for instructors consists of detailed chapter outlines, guides
to key readings in the text, and answers to the key concept questions for every chapter.
The manual also includes brief guides to accessing and using online simulations,
including EvoBeaker.

Coursepacks

At no cost to instructors or students, Norton Coursepacks offer a variety of review
activities and assessment materials for instructors who use Blackboard and other
learning management systems. With a simple download from our instructor’s website,
an adopter can bring high-quality digital media into a new or existing online course
(with no additional student passwords or logins required). In addition to chapter-
based quizzes with art, flashcards, and animations, the Coursepack includes three
adaptive InQuizitive modules that develop the core foundational skills students
need to do well in the course. The modules, on interpreting data, phylogenetic trees,
and population genetics, were written by Christine Andrews, Senior Lecturer at the
University of Chicago.
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Resources for Students
InQuizitive Learning Modules

InQuizitive is a formative, adaptive quizzing tool that provides a personalized learning
experience tailored to each student’s learning needs. These free learning modules,
accessible directly in the Coursepack, help students hone their understanding outside
of class on three key concepts—data interpretation, phylogenetic trees, and population
genetics—so that they come to the lectures better prepared. Each module personalizes
the quizzing, so students get reinforced practice in the specific areas they need help
with most. Instructors can easily review individual and overall class performance data.

Ebook

An affordable and convenient alternative to the print book, the Norton ebook retains
the content and design of the print book and allows students to highlight and take
notes with ease, print chapters as needed, search the text, and more.
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An Overview of
Evolutionary Biology

1.1 A Brief Introduction to
Evolution, Natural Selection,
and Phylogenetics

1.2 Empirical and Theoretical
Approaches to the Study of
Evolution

<« The carnivorous dusky pitcher plant
(Nepenthes fusca) of Borneo traps insects
in a liquid reservoir at the bottom of its
pitcher.

n his classic book, The Structure of Scientific Revolutions,
philosopher and historian of science Thomas Kuhn argued that major
advances in science are rare, and that true scientific revolutions involve not
simply the accumulation of new facts and theories but fundamental changes
in the way we think (Kuhn 1962). Once such a revolution takes place, the
world is never seen or understood in the same way. When early astrono-
mers and physicists demonstrated that Earth was not at the center of the
universe, what Kuhn described as a paradigm shift occurred. The very way
we thought of Earth and our place in nature fundamentally changed. A
similarly dramatic paradigm shift occurred when Charles Darwin laid out
his theory of evolution.

In On the Origin of Species, published in 1859, Darwin presented two rev-
olutionary ideas. Each had been suggested independently by others before,
but never had they been brought together with the conceptual brilliance
and the naturalist’s eye of Charles Darwin (Chapter 2). First, after decades
of observations, collecting data from near and far, reading incessantly, and
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synthesizing and resynthesizing theories from a number of different disciplines,
Darwin recognized that the diversity of life we see around us has descended from
previously existing species, which share a common ancestor from further back in
time. Second, Darwin realized that the often exquisite fit of species to their envi-
ronments is primarily a result of natural selection, a gradual process in which
forms that are better suited to their environments increase in frequency in a
population over sufficiently long periods of time. As we will see throughout this
book, “sufficiently long” can range from a matter of days to tens of thousands of
years, depending on the strength of natural selection and the rate of reproduction
of the organisms we are studying. Together, these two ideas proposed by Darwin
suggest that the entire organic world—much of everything we see, feel, smell,
taste, and touch—is the result of evolutionary changes that have taken place
over time.

Once the theory of evolution by natural selection was developed, scientists had
at their disposal a natural—as opposed to a supernatural—explanation for the
diversity of life on the planet, as well as an explanation for why the vast majority
of life-forms that have ever existed are now extinct. More than that, they had a
theory that could be used to explain the similarities and differences among all the
creatures on Earth and to explain why organisms are usually so well suited to the
environments in which they live.

Paradigm shifts have wide-ranging effects, and that was certainly the case for
Darwin’s theory—so much so that the renowned geneticist Theodosius Dobzhan-
sky wrote, “nothing in biology makes sense except in the light of evolution”
(Dobzhansky 1973, p. 125). Without evolutionary theory, biology is composed
of a large number of important but disparate subdisciplines. With evolution as
its theoretical and conceptual foundation, the biological sciences share a common
framework that allows us to understand both the commonalities and differences
among living forms; it allows us to make sense of the way that living things func-
tion now and to understand how they came to be.

The study of physics is fundamental to understanding our universe, because it
allows us to reconstruct the grand story of how the universe came to be as it is, and
it lets us understand how the universe operates today. The study of evolution is
similarly fundamental in that it allows us to reconstruct the grand story of how all
living things came to be and how they (and we) function.

As you will see as you work your way through this book, the characteristics
of the organisms you are studying have been shaped by evolutionary processes.
Whether you are interested in anatomy, physiology, behavior, molecular biology,
genetics, development, medicine, or any other area of biology, a solid understand-
ing of evolution is indispensable.

In this chapter, we will

= Provide a brief introduction to evolution and natural selection, including
examples related to (1) artificial selection, (2) antibiotic resistance, (3)
conservation biology, and (4) molecular genetics, evolution, and behavior
in primates.

= Give an overview of empirical and theoretical approaches to the study of
evolution.

= Discuss a more detailed example of the way that empirical and theoretical
approaches interact by looking at the evolution of sex ratios.



1.1 A Brief Introduction to Evolution, Natural Selection, and Phylogenetics

1.1 A Brief Introduction to Evolution, Natural
Selection, and Phylogenetics

The science of evolutionary biology reads like a thrilling detective story in the sense
that it unravels a great mystery. Indeed, evolutionary biologists are detectives—as
are all scientists—but they are much more than that. The study of evolutionary biol-
ogy allows us not only to infer the relationships among all life that has ever lived and
to track the diversity of life across vast stretches of time, but also to test hypotheses
through a rigorous combination of observation and experimental manipulations.
These observations and experiments may involve examining fossils or contemporary
organisms; they may use, among other things, anatomical, physiological, hormonal,
molecular genetic, developmental, and behavioral data; and they may involve ana-
lyzing data from DNA sequences to population composition (Figure 1.1).

At its core, evolutionary biology is the study of the origin, maintenance, and

diversity of life on Earth over approximately the past 3.5 billion years. To under-
stand the evolution of a species fully, we need to know the ancestral species from
which it descended, and we need to know what sort of modifications have occurred
along the way. Darwin referred to this entire process as descent with modification.

FIGURE 1.1 Sources of data for
testing models of evolution. A
few examples of the sources of data
that evolutionary biologists use to
test their hypotheses: (A) data from
the fossil record, as shown by this
fossil ammonite found in Dorset,
England; (B) behavioral data, as
shown by observing the behavior

of gelada baboons in Ethiopia; (C)
morphological data, as shown by
this display of wing color patterns
on Bicyclus anynana butterfly wings;
(D) embryological data, as shown
by the magnetic resonance imag-
ing of developing mouse embryos
between day 9.5 and day 19, when
the mouse is born; and (E) molecular
genetic data, as shown by this DNA
sequence film.
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To understand the evolution of Homo sapiens, for example, we need to understand
the primate species from which it descended (as well as other species closely related to
this ancestral species) and the changes that occurred over the period in which H. sapiens
evolved. Because those earlier species are no longer present, we often have to infer their
properties by comparing the properties of multiple living species. We use the same
reasoning if the species in question is the malaria parasite (Plasmodium falciparum) or
corn (Zea mays). That is, we try to discern the ancestral history of the species in ques-
tion, and, at the same time, we attempt to track the modifications that have occurred
in that species. We aim to understand the process of descent with modification.

One of the most important processes responsible for the modifications that occur
over time is natural selection. We will discuss natural selection and other evolution-
ary processes in greater detail in later chapters. For the time being, we can sum-
marize the process of natural selection as follows. Genetic mutations, or changes to
the DNA sequence, arise continually and change the phenotype—the observable,
measurable characteristics—of organisms. These mutations can increase fitness,
decrease fitness, or have no effect on fitness, where fitness is measured in terms of
relative survival rates and reproductive success. Many, perhaps most, mutations will
disrupt processes that are already fine-tuned, and thus they will have harmful effects
on fitness. By analogy, consider tinkering with a computer program. If you ran-
domly change one line of code, chances are that you will break the program entirely,
degrade its performance or, at very best, have no effect on the program’s function.
But some times you will get lucky—your change may actually improve the pro-
gram’s operation. Genetic mutations are similar. Most are deleterious or neutral, but
some mutations turn out to be advantageous in the sense that the individuals who
carry them may have more surviving offspring than average. Such genetic changes
that improve the fitness of individuals will tend to increase in frequency over time.

The result is evolutionary change by natural selection. The accumulation of
advantageous genetic changes, amassed over long periods of time, can produce
dramatic effects within a population, even to the extent of producing new species,
genera, families, and higher taxonomic orders. Indeed, as we will see many times
throughout the course of this book, the process of natural selection is fundamental
in what are called the major transitions that have taken place over the past 3.5
billion years of life on Earth—the evolution of the prokaryotic cell, the evolution
of the eukaryotic cell, the evolution of multicellularity, and so on.

Repeatedly throughout this book, we will examine the power of natural selec-
tion in shaping the life that we see around us. We begin with some of the practical
applications of understanding evolution via natural selection. Then we examine
phylogenetics—how evolutionary history can be inferred using patterns of com-
mon descent—to again address an issue of practical application, in this case policies
in conservation biology. The examples in this section, as well as all the examples
we discuss in this chapter, are meant to illustrate some of the major concepts,
methods, and tools that biologists use to understand evolution.

Evolutionary Change and the Food We Eat

The next time you sit down for a meal, take a look at the items on your plate.
Whether you’re enjoying a home-cooked supper or fast-food takeout, the food you
are eating is almost certainly the product of evolutionary change due to intense
selective breeding over time (Denison et al. 2003; Abbo et al. 2012; Larson et al.
2014) (Figure 1.2). Indeed, humans have been selectively breeding grains, such
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FIGURE 1.2 Domestication of plants and animals around the world. (A) A map showing loca-
tions where at least one plant or animal domestication event is thought to have occurred. Labels
A—H represent geographic regions seen in panel B. (B) A chronology of when and where plants and
animals were domesticated. Where possible, extended bars denote the period of pre-domestication
use (blue) and the period during which domestication took place (red). Where exact domestication
periods are unknown, narrow bars denote the latest possible date of domestication. Adapted from

Larson et al. (2014).
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as barley (Hordeum vulgare) and wheat (Triticum aestivum), as well as lentils (Lens
culinaris) and peas (Pisum sativum), for more than 10,000 years (Garrard 1999;
Zohary and Hopf 2000; Abbo et al. 2003).

The process of human-directed selective breeding, known as artificial selection,
is straightforward. In the case of crops, in each generation the best plants—for
example, those that are the hardiest, quickest growing, and best tasting—are
chosen as the parental stock for the next generation (Figure 1.3). If this process is
repeated over time, the population of plants increasingly takes on these beneficial
characteristics.

Artificial selection by humans is thus a counterpart to natural selection.
With natural selection, traits that are associated with increased survival and
reproduction increase in frequency. With artificial selection, humans choose
which individuals reproduce, and in so doing, we select traits that are in some
way beneficial to us. Such selective breeding can produce dramatic results. For
example, the productivity of wheat (Triticum aestivum), rice (Oryza sativa), and
corn (Zea mays) has doubled since 1930; much of that increase is due to selec-
tion for genetic crop strains better adapted to their agricultural environments
(Jennings and de Jesus 1968; Ortiz-Monasterio et al. 1997; Duvick and Cass-
mann 1999). And the same holds true when we look at the selective breeding
of animals, which has resulted in increased egg production by chickens and
increased milk production by dairy cows (Tixier-Boichard et al. 2012; Mancini
et al. 2014).

Plant seeds from the plants that
produced the largest, juiciest fruits

Harvest
. for food

Over many
generations
yields improve
dramatically

FIGURE 1.3 The process of artificial selection. Darwin used strawberries as an example of
artificial selection, writing, “As soon, however, as gardeners picked out individual {strawberry}
plants with slightly larger, earlier, or better fruit, and raised seedlings from them, and again picked
out the best seedlings and bred from them, then, there appeared (aided by some crossing with
distinct species) those many admirable varieties of the strawberry which have been raised during
the last thirty or forty years” (Darwin 1859, pp. 41-42).
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Even as artificial selection improves the quality and yield of crops and live-
stock, other evolutionary changes have detrimental effects on the human food
supply, as we see with pesticide resistance. Although 10% to 35% of all U.S.
crops are still lost to insect damage each year, the development of pesticides was
a major breakthrough in reducing crop pests and thereby increasing crop produc-
tivity (Pimentel and Lehman 1991; National Research Council 2000). Natural
selection, however, will tend to favor crop pests that are most resistant to such
pesticides—as occurred when diamondback moths evolved resistance to one of
the most frequently used insecticides of the late 1980s—resulting in an “arms
race” between pest species that feed on crops and humans determined to get rid
of such species (Ceccatti 2009; Furlong et al. 2013). As resistant pests increase
in frequency, humans produce ever-stronger insecticides. Because evolutionary
change occurs quickly in insects because of their short generation times, humans
often lose this particular arms race, and therefore we continually need to develop
new pesticides.

Why do we call the evolution of resistance to pesticides natural selection instead
of artificial selection, given that humans are the ones producing and distributing
the pesticides? The distinction between artificial and natural selection refers not
to whether human activity is involved, but rather to whether humans deliberately
choose which individuals will reproduce. In the case of increasing grain yields,
humans actively select those varieties with higher yield; in the case of increas-
ing pesticide resistance, humans produce the pesticides but do not deliberately
choose pesticide-resistant strains of insects for further reproduction. Indeed, what
we want—opests easily killed by our pesticides—is just the opposite of what natu-
ral selection produces. Desirable or otherwise, evolutionary change due to human
activity is sometimes called anthropogenic evolution (Carroll et al. 2014).

A problem similar to that of resistance to pesticides unfolds when we look at
another product produced by humans: antibiotics.

Evolutionary Change and Pharmaceuticals

One theme that we will return to repeatedly throughout this book is the man-
ner in which research in evolutionary biology can inform our understanding of
disease and help us to design more effective responses to the problems associated
with disease. For example, the discovery and development of antibiotic drugs for
preventing or treating bacterial infections was one of the major medical develop-
ments of the twentieth century. But ever since humans first began using antibiot-
ics, medical practitioners have had to deal with bacteria that are resistant to these
drugs. The first modern antibiotic, penicillin, was introduced clinically in 1943;
within a single year, penicillin resistance was observed, and within 5 years it had
become common in a number of bacterial species. Since then, numerous new anti-
biotics have been developed and introduced to the market, only to lose their effec-
tiveness within a matter of years as bacteria evolved resistance to the drug (Lacey
1973; Piddock et al. 1998; CDC 2007) (Figures 1.4 and 1.5). The evolution of
antibiotic resistance is the result of natural selection and can be understood only
in the context of evolutionary biology.

Bacteria reproduce at an astounding rate—in some cases, as frequently as once
every 20 minutes. They reach enormous population sizes—a single gram of feces
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Date introduced —date resistance first observed

Penicillin [

Chloramphenicol |

Erythromycin -

Methicillin
Cephalothin (first-generation cephalosporin) -
Vancomycin |
Second- and third-generation cephalosporins
Carbapenems
Linezolid -
1940 1950 1960 1970 1980 1990 2000

FIGURE 1.4 Bacteria have
rapidly evolved resistance to clini-
cal antibiotics. Ever since the first
modern antibiotic, penicillin, was
introduced in 1943, new antibiotics
that come to market quickly lose
their effectiveness within a few years
because bacteria evolve resistance

to the new drugs. Note that van-
comycin was first released in 1958;
however, it was not widely used
until the early 1980s. Adapted from
Bergstrom and Feldgarden (2008).

Percentage of cases (%)

can contain 100 billion bacteria—which offer plentiful opportunities for muta-
tions that provide resistance to arise. Antibiotics impose very strong natural selec-
tion for resistant strains. For all of these reasons, bacteria can evolve extremely
rapidly, and when they are exposed to antibiotics, this is precisely what they do
(Genereux and Bergstrom 2005).

0-2.9 6-11.9
3-5.9 W 12-17.9 No data

Il >18 Not applicable

FIGURE 1.5 The rise and spread of drug-resistant tuberculosis. Color indicates the percentage
of new cases of tuberculosis in which strains of Mycobacterium tuberculosis are resistant to treatments
with multiple antibiotic drugs. From World Health Organization (2013).
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aureus, Enterococcus species, and Pseudomonas aeruginosa pose an even more significant
threat (Figure 1.7). Today, antibiotic-resistant strains of these and other bacteria
are largely responsible for an epidemic of hospital-acquired infections that kill an
estimated 90,000 people per year in the United States—more than AIDS, influ-
enza, and breast cancer combined (Bergstrom and Feldgarden 2008).

FIGURE 1.7 Antibiotic-resistant bacteria pose serious health problems. (A) Campylobacter
Jejuni is a leading cause of food poisoning in the United States. (B) While Staphylococcus anrens is
commonly carried on the human body without ill effect, this species can cause severe skin infections
and invade surgical wounds. Methicillin-resistant Szaphylococcus aurens (MRSA) is responsible for
many hospital-acquired infections and, once acquired, is difficult to treat. (C) Vancomycin-resistant
strains of the normally harmless gut bacterium Enterococcus faecalis are another cause of hospital-
acquired infections; mortality is fivefold higher for patients infected by antibiotic-resistant strains
rather than antibiotic-sensitive strains. (D) Psexdomonas aeruginosa is an opportunistic pathogen that
causes hospital-acquired infections and is responsible for chronic lung infections in individuals with
cystic fibrosis.
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The study of evolutionary biology allows us to understand how antibi-
otic resistance evolves in these bacteria; this understanding in turn helps
us deal with the health threat that such bacteria pose. In the course of
drug development, pharmaceutical companies routinely screen potential
new antibiotics by exposing bacteria to a wide range of antibiotic con-

Crops
Humans 70,000 kg
3,290,000 kg Pets
& 150,000 kg
,,/\Aquaculture
150,000 kg

Livestock
13,540,000 kg

FIGURE 1.8 Antibiotic use in
the United States. Less thana
fifth of the antibiotics (as mea-
sured in kilograms per year) used
in the United States are deployed
for human use. The majority of

antibiotic use occurs in agriculture.

Adapted from Hollis and Ahmed
(2013).

centrations in an effort to find drugs to which antibiotic resistance does
not readily evolve. Physicians often prescribe antibiotics in combination
because drug combinations retard the rate at which antibiotic resistance
evolves; even if the mutations needed for resistance to one drug should
arise, the other drug may kill these bacteria before they can spread. In
Europe, the agricultural use of many antibiotics has been banned now
that we understand how antibiotic-resistant strains of bacteria can evolve in farm
animals and then spread to humans (Cogliani et al. 2011). In the United States,
antibiotics are still widely used in agriculture (Figure 1.8), but recently the Food
and Drug Administration has banned the agricultural use of a few antibiotic classes
and encouraged the discontinuation of others (Hollis and Ahmed 2013).

The use of evolutionary models to address questions relevant to disease is not
limited to antibiotic resistance. In subsequent chapters, we will see other exam-
ples in which ideas and experiments from evolutionary biology have contributed
to a fundamental understanding of influenza, sexually transmitted diseases such
as AIDS, and many other infectious diseases. Evolutionary biology has likewise
contributed to our understanding of chronic ailments such as diabetes and obe-
sity, and even to an understanding of the phenomenon of aging itself. In some
instances, such as that of antibiotic resistance, we can use our understanding of
natural selection to design and construct models and experiments relevant to the
study of disease; in other instances, we will examine how understanding patterns
of common descent can achieve the same ends.

Phylogenetic Diversity and Conservation Biology

Evolutionary biologists hypothesize that all living things have descended from a
common ancestor, and over eons the descendants of this common ancestor have
diversified to yield the myriad forms that we observe in the world today (Chapter 4).
We can view all species that live or ever have lived as forming a vast branching tree
of relationships known as the tree of life (Figure 1.9). Such a tree captures the his-
torical relationships among life-forms and is known as a phylogenetic tree. Often,
each tip of a phylogenetic tree represents a species that is currently living or a species
that has gone extinct; branch points represent points of divergence—events associ-
ated with the origin of a new lineage—that occurred in the past. This branching
pattern of common ancestry and descent is one of the most important conceptual
foundations of biology. The tree of life provides us with a map of the history of life,
a map that reflects the process of descent with modification that gave rise to all liv-
ing forms. It connects evolutionary history to the current diversity of life on Earth.

An understanding of the tree of life as the product of evolutionary processes
tells us about the history of living things, and it also has immediate practical
consequences for the world today. For example, phylogenetic thinking provides
new ways to conceptualize the challenges of conserving biodiversity. When we
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think about extinction—that is, the loss of species—we typically focus on the
ecological consequences: When a species goes extinct, it disappears from a commu-
nity or ecosystem where formerly it had occurred. But extinction has evolutionary
consequences as well. Each time a species or group of species goes extinct, a part
of the tree of life is pruned away, and so part of the evolutionary history of life on
Earth is lost (Figure 1.10).

As we attempt to slow the rate of human-caused extinctions, we often have
to make hard choices about which species and which habitats to try to save.
Traditionally, conservation biologists have tried to minimize the rate at which spe-
cies go extinct, because it seems obvious that the best way to preserve biodiversity
is to protect as many species as possible. But some conservation biologists are
starting to suggest that instead of trying to conserve as many species as possible,
we should try to conserve the maximum amount of phylogenetic diversity. That
is, we should conserve as much as possible of the evolutionary history represented
by currently living species (Mace et al. 2003; Winter et al. 2013).

For example, in Figure 1.11, the extinction of the three species E, F, and I
results in the loss of three twigs (indicated in red) at the tips of the tree, but noth-
ing more. By contrast, extinction of the two species B and C results in the loss of
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A B CDEFGH I

FIGURE 1.11 Extinction

and twigs on phylogenetic
trees. Assuming that species

D, G, H, and J survive regardless,
the extinction of species B and C
(in blue) prunes this phylogenetic
tree more severely than does the
extinction of species E, F, and I
(in red).

J

Mammuthus primigenius

Extinct

Elephas maximus A

Elephas maximus B

Loxodonta africana A

Loxodonta africana B

Dugong dugon

Procavia capensis ﬁ

FIGURE 1.10 Woolly mammoth extinction. (A) The woolly mammoth (Mammuthus primige-
nius) once roamed northern North America and northern Eurasia. It went extinct approximately
10,000 years ago. (B) A fossilized skull of the woolly mammoth. (C) A phylogeny of paenungulata
mammals. Panel C adapted from Rogaev et al. (2006). Extinction here causes one twig of this tree
(the branch leading to Mammuthus primigenius) to be pruned.

a major branch (indicated in blue) of the phylogenetic tree. If we are interested in
conserving phylogenetic diversity, the latter is a greater loss.

If conservation biologists are interested in preserving phylogenetic diversity,
they may need to rethink the way that they prioritize which species to protect.
For example, one of the major ways that species are prioritized today is by their
categorization on the Red List of Threatened Species, a document published by the
International Union for Conservation of Nature (IUCN; http://www.iucnredlist
.org). The Red List is designed to draw attention to species most in danger of
going extinct. Until recently, however, there was little data available to determine
whether probability of extinction bore any relation to phylogenetic diversity; that
is, we simply did not know whether targeting threatened species had any effect on
phylogenetic diversity.

To address this question, Jose Hidasi-Neto and his colleagues looked at bird
species in Brazil, which is home to 18% of the world’s bird species. In particular,
they focused on bird species that were listed in one of four Red List categories:
near threatened, vulnerable, endangered, or critically endangered (Figure 1.12).
Using these data, they asked whether protecting these species would increase,
decrease, or have no effect on phylogenetic diversity compared to protecting a
random sample of Brazilian bird species. What they found was that protecting the
species listed as near threatened, vulnerable, endangered, or critically endangered
was no better than randomly conserving the phylogenetic diversity of Brazilian
birds (Hidasi-Neto et al. 2013). This is not to suggest that the Red List is unim-
portant or that it necessarily should be changed, but rather that if protecting
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A Cherry-throated tanager (Nemosia
rourei)

B Glaucous macaw (Andoorhynchus
glaucus)

D Stresemann’s bristlefront (Merulaxis

C Kinglet calyptura (Calyptura cristata) stressmanni)

phylogenetic diversity is an aim, using the Red List to allocate resources may not
be the optimal strategy.

Appealing as it may sound to base conservation goals on phylogenetic diver-
sity, perhaps our conservation agenda should not focus exclusively on preserving
evolutionary history. For example, you might reasonably argue that, rather than
focusing on history, it is important to save a population in which evolution is
occurring rapidly and new species are being formed. While you might think that
such a population would also be a major contributor to phylogenetic diversity,
the opposite is often true. Species in areas where rapid diversification is occurring
will be relative newcomers—new twigs on the tree of life—and it will be unlikely
that all twigs on a major branch of the tree will perish at once. So, if we wish only
to preserve phylogenetic diversity, we need not be as concerned with areas where
rapid speciation is occurring (Figure 1.13).

The point here is not that one particular evolutionary model is best suited
to solve all problems in conservation biology. Rather, the point is that when
making decisions regarding biodiversity, conservation biologists could not even
address these issues or have this important debate until they started thinking

FIGURE 1.12 Endangered birds
of Brazil. The cherry-throated
tanager (Nemosia rourei), glaucous
macaw (Andoorbynchus glancus),
kinglet calyptura (Calyptura cristata),
and Stresemann’s bristlefront
(Merulaxis stressmanni) are all listed
as critically endangered on the
TUCN Red List.

Recent, rapid
diversification

X XX X X

X = Extinction

FIGURE 1.13 Hot zones,
extinction, and evolutionary
history. If we try to preserve
evolutionary history, the loss of
the single blue species—which
represents the only species on its
branch of our tree—would produce
a deeper cut than the loss of all

the red species in a hot zone where
speciation is occurring rapidly.
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about evolutionary processes and consequences (Nee and May 1997). Thinking
in this way also helps us put the current wave of human-caused extinctions into
context. As Georgina Mace and her colleagues point out, “The tree of life is cur-
rently being pruned by extinction very much more rapidly than it is growing”
(Mace et al. 2003, p. 1708). We need to consider all options when combating
this alarming trend.

KEYCONCEPT QUESTION

1.1 Can you think of other ways that evolutionary thinking might affect studies in
conservation biology?

1.2 Empirical and Theoretical Approaches
to the Study of Evolution

We have seen how evolutionary principles can be applied to a variety of subjects,
but what approaches do evolutionary biologists use in their quest to understand
why things are the way they are? Any field of scientific endeavor requires us to
generate and test alternative hypotheses. Indeed, the scientific process is all about
postulating a series of testable hypotheses, ruling out alternatives, and homing in
on the hypotheses that best seem to represent what is happening in nature (Mayr
1982, 1983). In generating and testing hypotheses, evolutionary biologists use a
combination of empirical and theoretical approaches.

Empirical Approaches

The majority of this book focuses on empirical research. As we will see, empirical
work in evolutionary biology can take many forms, but it almost always falls under
one of two categories: observations or manipulations. Observational work entails
gathering data to test hypotheses without attempting to manipulate or control
the system being studied. Examples include (1) studying the fossil record to test
predictions from evolutionary biology, as well as to generate new predictions; (2)
inferring evolutionary history from genetic sequences; and (3) recording and mea-
suring behaviors occurring in a natural population of organisms (we will examine
all of these in later chapters). Observational studies like these make up a powerful
form of scientific research, and they have been used to test a myriad of evolutionary
hypotheses.

Another approach is to design controlled manipulative experiments to test
a hypothesis. Manipulative experiments allow a scientist directly to assess how
changes in one component of a system influence the other components. This allows
us to examine not only correlations among data but also causality; that is, what
causes what. Ideally, manipulative experiments alter only one variable at a time, so
that the investigator can ascertain which changes yield what results.

To examine how empirical studies in evolution work, we will consider two
examples: (1) a comparison of the human and chimp genomes, and what this can
teach us about primate evolution; and (2) a comparative behavioral study on how
breeding system affects testes size in 33 species of primates.
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Molecular Genetics and Evolution in Chimps and Humans

More than 100 years ago, Darwin and his colleague Thomas Henry Huxley hypoth-
esized that humans share a common ancestor with the great apes (chimpanzees,
gorillas, and orangutans) and gibbons. Their hypothesis was primarily based on
data from comparative anatomy. Darwin and Huxley made inferences about the
evolutionary history of humans by comparing the anatomical similarities and dif-
ferences observed between humans and other primates in such traits as tooth and
jaw shape, bone structure of the hands and feet, mode of locomotion, and brain size
and structure (Figure 1.14).

If Darwin and Huxley’s hypothesis is correct—if the great apes are our clos-
est living relatives—data from modern molecular genetics should corroborate the
inferences drawn from comparative anatomy. Indeed, this is the case. Evidence
from molecular genetics provides strong support for Darwin and Huxley’s hypoth-
esis, with chimpanzees and bonobos (pygmy chimps) as our closest living relatives.
Humans and chimps, for example, have very similar genomic structure. They dif-
fer by one set of chromosomes: Humans have 23 pairs, and chimps have 24 pairs.
When high-resolution pictures are taken of human and chimpanzee chromosomes,
researchers can see that human chromosome 2 is the result of a fusion of two
chromosomes at some point in human evolutionary history (Yunis and Prakash
1982) (Figure 1.15). Subsequent molecular genetic analyses, in which the DNA
sequences from chromosome 2 in both chimps and humans were lined up and com-
pared—nucleotide by nucleotide—has shown researchers the exact location where
the chromosomal fusion occurred (Fan et al. 2002).

The entire genomes of both the chimpanzee and the human have now been
mapped out in great detail. This allows us to make unprecedented molecular
genetic comparisons to examine questions of primate evolution (Mikkelsen et al.
2005; Khaitovich et al. 2006). Tarjei Mikkelsen and his colleagues in the Chim-
panzee Sequencing and Analysis Consortium mapped out approximately 95% of
the chimpanzee genome (from eight chimpanzees) and compared that with the
human genome (mapped out from a small set of humans). A whole-genome com-
parison of DNA nucleotides found that humans and chimps differ by about 1.3%,
although comparisons of specific sections of the genomes reveal that the DNA
sequences differ more in some areas and less in others (Figure 1.16).

GieBon. OrAve.

FIGURE 1.14 Huxley, Darwin,
and primate evolution. Huxley
and Darwin often used anatomical
comparisons to infer the
evolutionary history of humans

and other primates. This example

is from Huxley’s Evidence as to Man's
Place in Nature (originally published
in 1863).
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FIGURE 1.15 Primate
chromosomes. From left to
right for each set of chromosomes:
the chromosomes of (A) humans,
(B) chimpanzees, (C) gorillas, and
(D) orangutans. Humans have

one fewer pair of chromosomes as a
result of the fusion of chromosomes
2p and 2q in chimpanzees (the
second and third strands in the
chromosome 2 panel).

FIGURE 1.16 Human-chimp
divergence rates. Human—chimp
divergence rates across 1-megabase
areas of the human and chimp
genomes (1 megabase [Mb] = 1
million base pairs). Divergence

is generally low but varies across
locations. Adapted from Mikkelsen
et al. (2005).
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When Mikkelsen’s group compared 13,454 pairs of genes in humans and chim-
panzees, they began by calculating how much we would expect the human and
chimp genomes to diverge because of the accumulation of neutral mutations; that
is, genetic changes that have no effect on fitness. This served as a baseline value
that accounted for differences between the human and chimp genomes that were
not due to natural selection.
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Once these neutral genetic differences were accounted for, Mikkelsen and his
colleagues could search for evidence of divergence between chimps and humans
that was due to natural selection. To do this, they examined whether some genes
changed at higher rates than expected for neutral genes. When they found such
genes, Mikkelsen and his team could often correlate these increased rates of
divergence with known functions of the genes in question. This type of analysis
found evidence for rapid evolutionary changes as a result of natural selection. These
included genetic changes in humans associated with increased resistance to a bacte-
rium that causes tuberculosis and a protozoan that causes malaria.

Mikkelsen and his colleagues used the same approach outlined above to compare
clusters of genes in humans and chimps. That is, they again calculated the rate of
divergence between humans and chimps expected due to neutral genetic change,
and then they searched for evidence of divergence that is above that rate as evidence
for natural selection; however, this time they used this approach for clusters of genes
rather than single genes. In addition, they compared the rates at which clusters of
genes have been evolving in both humans and chimps to those in other mammals
whose genomes have been sequenced. This analysis revealed that natural selection
has been acting strongly on both human and chimp genes in gene clusters associ-
ated with both survival and reproduction, the two components of fitness. Gene clus-
ters associated with resistance to disease are evolving rapidly, as are gene clusters
linked with reproductive traits such as sperm production and production of various
proteins during pregnancy. Understanding such evolutionary changes has implica-
tions for many medical issues, including maternal health and male infertility.

If chimpanzee and human genomes differ by only about 1.3% at the level of
DNA base pairs, then how can we explain the dramatic differences in appearance
and behavior between humans and chimps? Because these genomes have only
recently been sequenced, and the amount of data cataloging tens of thousands of
genes is astronomically large, we are just beginning to address this sort of ques-
tion. Progress is already evident from many different lines of research. For example,
researchers have found that important differences between humans and chimps may
stem from the expression of genes. To understand the power of gene expression—
which genes are turned on and off, and the timing of when they are turned on and
off—remember that every cell in your body has the same set of genes, but skin cells
look, feel, and do very different things than cells in muscles, cells in the liver, and
so on. This is because the expression of genes differs among cell types.

The different way in which genes are expressed in humans and chimps may
in part explain why chimps and humans look and act so differently, despite lim-
ited divergence at the level of DNA base pairs (Khaitovich et al. 2005, 20006).
Philip Khaitovich and his colleagues at the Max Planck Institute for Evolutionary
Anthropology measured gene expression in 21,000 genes expressed in the heart,
liver, and kidney, in both humans and chimps. Using the basic statistical approach
that we outlined earlier, they found evidence suggesting that gene expression in
the heart, kidney, and liver has not diverged more than what would be expected by
chance. In contrast, a much higher divergence rate, and much stronger evidence for
natural selection, was found when Khaitovich and his colleagues compared gene
expression in the cells of human and chimp testes. Divergence in gene expression
in the testes is likely a result of the very different mating systems—the way in
which reproductive behaviors are structured in a population—seen in humans and
chimps (Harcourt et al. 1981; Kappeler and van Schaik 2004).
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Khaitovich and his team also examined gene expression in the brains of humans
and chimps (Khaitovich et al. 2006; Somel et al. 2013). Here the results were sur-
prising. Given the evolution of language and other cognitively sophisticated traits
in humans, we might expect high divergence in gene expression in the brains of
humans and chimps (Dorus et al. 2004). Yet, this was not the case. Indeed, diver-
gence in gene expression between the brains of humans and chimps was quite
small compared to differences in gene expression in other organs. There is, how-
ever, some subtle evidence that natural selection has operated on gene expression
in the brain during human evolution. Although the divergence in gene expression
in the brains of humans and chimps is low, much of the difference that does exist
appears to be due to natural selection on humans, not chimps, suggesting selection
for brain function in humans relative to other primates. When Khaitovich and his
team compared gene expression in both humans and chimps to gene expression
in other mammalian species, they found evidence that, although there were rela-
tively few changes in gene expression in the brains of humans versus chimpanzees,
the changes that had occurred were large in magnitude and were more often due
to changes in the human brain rather than the chimp brain. This result highlights
a question that has been central to evolutionary biology since the time of Darwin
and which we are just starting to answer using studies in evolutionary genomics:
Does major evolutionary change occur as a result of a large number of mutations
with modest effects or a small number of mutations that have large effects?

Primate Breeding Systems and Testes Size

While molecular genetic studies can reveal a great deal about the evolutionary pro-
cess, we need not restrict our analysis of evolutionary questions to this level. Evo-
lutionary processes can be studied at levels far removed from the nucleotides that
make up DNA. Indeed, much work on evolution by natural selection has examined
behavioral traits—traits that are sometimes (but not always) very difficult to trace
back to the action of a particular gene or a set of genes. To see this, let’s examine
natural selection, mating systems, and testes size in primates.

Primatologists have long noticed an interesting relationship between mating
systems and testes size in primates. Gorillas and orangutans have single-male breed-
ing systems, in which females mate with only one resident male, but resident
males mate with many females. In species with single-male breeding systems, the
weight of the testes is relatively low compared to overall body weight. Chimpan-
zees, in contrast, have a promiscuous multi-male breeding system, in which males
mate with multiple females, and females mate with multiple males. In chimpan-
zees, testes weight is comparatively high relative to body weight. Evolutionary
biologists have hypothesized that natural selection has favored high testes weight
to body weight ratios in multi-male breeding systems. The logic is straightfor-
ward: When females mate with multiple males, a male’s sperm must compete
with the sperm of many other males to fertilize a female. High testes weight,
which correlates with high sperm output, should be favored more strongly in
these systems than in single-male breeding systems. But there is only so much
that can be inferred from a comparison across three species (chimps, orangutans,
and gorillas). To test this hypothesis, a comparison across many primate species
is needed.

Sandy Harcourt and his colleagues examined the relationship between breeding
system and testes weight relative to body weight in 33 species of primates from
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18 different genera and 6 different families. The species ranged
from a tiny marmoset that weighed about 320 grams to gorillas that 250
weighed upwards of 170 kilograms (Harcourt et al. 1981, 1995;

Dziuk 1982; Harcourt 1982). The breeding systems ranged from 100
multi-male systems to single-male systems to monogamous sys-
tems, in which both males and females have a single mating partner.
Because some of the species in the analysis were closely related (that

Testes weight (g)

is, shared a recent common ancestor), the analysis was undertaken at 10
the level of the genus (we will explore the details of how this sort of
analysis is done in much greater detail in later chapters).

To test their hypothesis, Harcourt and his team began by
graphing the relationship between testes weight and body weight S

in their 18 genera. From these data, the researchers calculated a
line of lest fir, which shows the overall relationship between testes
size and body weight. Not surprisingly, on average, larger-bodied animals have
heavier testes. But it is the deviation from this line of best fit that let researchers
test their hypothesis about breeding system and testes size. In Figure 1.17, we can
see that multi-male breeding systems tend to fall above the line of best fit, indicat-
ing larger than expected testes weight to body weight ratios, and systems in which
females mate with only one male (single-male and monogamous systems) tend to
fall below the line of best fit, indicating smaller than expected testes weight to
body weight ratios.

The results from this study provide evidence that natural selection more strongly
favors large testes relative to body weight when a male’s sperm must compete
directly with that of other males, as in multi-male breeding systems.

KEYCONCEPT QUESTION

1.2 What sort of follow-up studies might be done further to test the hypothesis that
natural selection more strongly favors large testes relative to body weight in multi-
male breeding systems?

The studies described in this section offer just a glimpse of how researchers
investigate the evolutionary process and its consequences. There are literally tens of
thousands of observational and experimental studies of evolution in the literature.
For the time being, however, let us move on to the next tool in the evolutionary
biologist’s toolbox—theoretical approaches.

Theoretical Approaches

In evolutionary biology, theory plays an important role in shaping and furthering
the research agenda of the field. Theoretical biology often, but not always, involves
creating mathematical models of biological systems (Godfrey-Smith 2006). In
evolutionary biology, as in science more broadly, mathematical models are used
for many different purposes. At the most general level, models help us under-
stand how complicated systems work. A good model does this, in part, by making
assumptions that allow us to focus on only the critical details of a system, so we
can understand how that system operates. Once we do this, we can use our model
to make predictions and inferences.

10 100 200
Body weight (kg)

FIGURE 1.17 Breeding system
influences the ratio of testes
weight to body weight. Testes
weight and body weight are plot-
ted for a number of primate species.
Red circles indicate multi-male
breeding systems. Green circles
represent single-male or monoga-
mous mating systems. Points above
the line of best fit have greater than
expected ratios of testes weight to
body weight, while points below
the line of best fit have ratios of tes-
tes weight to body weight that are
less than expected. Adapted from
Harcourt et al. (1981).
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Throughout the sciences, one of the most common uses of models is to make
predictions and plan for the future. When we check a weather report, we are relying
on a set of models of weather patterns to help us predict what the weather will be
like tomorrow and to enable us to make sensible decisions about what to wear and
whether to bring along an umbrella. Models from evolutionary biology can be used
similarly. For example, when conservation biologists design captive breeding plans
for highly endangered species, they use population genetic models (Chapters 7-9)
to ensure that they are able to preserve sufficient genetic variation for the species
to remain viable.

Another common use of models is to make inferences. Models of processes that we
understand in detail help us use observable patterns to infer information that is more
difficult to observe directly. When a police officer clocks the speed of a motorist using
a radar gun, she is not measuring speed directly. Rather, she is measuring the Doppler
shift in radio waves emitted by the gun as they bounce off of the target aucomobile.
The radar gun then uses a simple mathematical model to compute a motorist’s speed
from the observed Doppler shift. When evolutionary biologists estimate fitness by
measuring the change in allele frequencies over time, they are doing something simi-
lar: They are using a mathematical model to connect the observable changes in gene
frequencies to the less easily observed differences in fitness (we discuss this in more
depth in Chapter 7). Similarly, whenever we infer phylogenetic trees from genetic
data, we are applying a model of how genetic sequences change over time to observed
gene sequences in order to make inferences about evolutionary history (Chapter 5).

For a better sense of how evolutionary biologists use models in their work, let’s
consider the evolution of the sex ratio.

Why Is There an Even Sex Ratio?

In this section, we will use a model to address a simple but far-reaching question:
Why do so many species—humans included—exhibit an approximately even sex
ratio of one male to one female? Is it a consequence of natural selection? While we are
so accustomed to a sex ratio of one male to one female that it may be hard to imagine
things any other way, it is not at all obvious that natural selection should favor an even
sex ratio. For example, in most species a single male can fertilize numerous females,
and often males provide nothing toward the care of the offspring. Why could there
not be an excess of females in these species, so that the sex ratio was heavily biased
toward females? For mammals, one answer to this question lies in the mechanics of
our chromosomal sex determination. Females have two X chromosomes. Males
have an X and a Y chromosome: During meiosis, these segregate evenly to produce
50% X-bearing sperm and 50% Y-bearing sperm. As a result, roughly half of the
fertilized embryos are XX females and half are XY males, producing an even sex ratio
in zygotes. But the evolutionary question for us is this: Why has this sort of system
evolved instead of some system that produces a different sex ratio? And why do spe-
cies with other sex determination systems also commonly exhibit sex ratios near 1:1?

Using a simple model of sex ratios, first hypothesized by Darwin and then fully
developed by Sir Ronald A. Fisher in 1930, we can examine why natural selection
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usually favors an even sex ratio (Fisher 1930). The key to developing a useful
model of this type is to find a way to express all of the important features relevant
to the problem, while removing as many unimportant details as possible. The chal-
lenge and the art of modeling are to determine what features one needs to retain
and what details may safely be omitted.

Let us look at what Fisher chose to include in his model and what he chose
to omit. He envisioned a sexually reproducing species, but he did not specify
the details of its diet, habitat, life span, and so forth. At a first approximation,
these are likely irrelevant to the sex ratio problem that he was trying to answer;
after all, most species have an even sex ratio irrespective of their diet, habitat,
and life span. He then assumed that sex ratio is under genetic control. This is
an important assumption: If sex ratio were not under genetic control, it could
not evolve by natural selection. Fisher assumed that parents can influence the sex
ratio of their offspring, but he could have obtained equivalent results by assum-
ing that individuals determine their own sex. He also assumed that the fitness
of a male depends on the frequency of males in the population, and similarly
the fitness of a female depends on the frequency of females. And finally, Fisher
realized that when parents influence the sex ratio of their offspring, their actions
are manifested not in the survival of their offspring, but rather in the reproduc-
tive success of their offspring. This is because by altering the sex ratio of their
offspring, individuals are not affecting the number of young they produce, just the
proportion of males versus females. Thus, we cannot measure the benefits in the
first generation by directly counting the number of offspring. Instead, we have to
measure the benefits in the second generation by counting the number of surviv-
ing grandchildren.

Given this imagined population and method for assessing fitness, evolution-
ary biologist William D. Hamilton clearly summarized Fisher’s basic conceptual
argument. In Hamilton’s words:

1. Suppose male births are less common than female.

2. A newborn male then has better mating prospects than a newborn female, and
therefore can expect to have more offspring.

3. Therefore parents genetically disposed to produce males tend to have more than
average numbers of grandchildren born to them.

4. Therefore the genes for male-producing tendencies spread, and male births become
commoner.

5. As the 1 : 1 sex ratio is approached, the advantage associated with producing males
dies away.

6. The same reasoning holds if females are substituted for males throughout. Therefore
1: 1 is the equilibrium ratio. (Hamilton 1967, p. 477)

This is a purely conceptual way to think about the evolution of an even sex
ratio, and the logic Hamilton invokes is powerful. But we can also construct a

simple mathematical model to check our intuition. We present such a model
in Box 1.1.
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BOX 1.1 A Mathematical Model of the Sex Ratio

Imagine a population of sexually reproducing organisms. Let us
suppose that there are 7 adult males and f adult females in this
population. For simplicity, assume that these individuals live for
a single year, reproduce at the end of their lifetimes, and then die.
Let N be the number of offspring produced annually in this popu-
lation. Our model, so far, contains just three variables: 7, f, and N.

Regardless of the sex ratio, each offspring in our population
has a mother and a father. This may seem obvious, but for our
purposes it tells us something important—the total reproduc-
tive success of the males in the population must be equal to
the total reproductive success of the females in the population.
In other words, the total reproduction, N, is shared among /
females and 7 males. On average, each male therefore has N/m
offspring and each female has N/f offspring.

Suppose a parent produces offspring such that a fraction £
is sons and the remaining fraction, 1 — £, is daughters. How
many grandoffspring will that parent have? On average, that

parent will have
N N
bt 1=k
m

grandoffspring per child. The first term in this expression rep-
resents the number of grandoffspring produced by male off-
spring, and the second represents the number of grandoffspring
produced by female offspring.

When there are more females than males—that is, when
| > m—parents with high £ values will have more grandchil-
dren than parents with lower £ values. Under this condition,
natural selection favors parents who produce more males, and
the sex ratio moves toward 1:1. Conversely, when / << m, par-
ents with low £ values will have more grandchildren than par-
ents with higher £ values. Now selection favors parents who
produce more females, and again, the sex ratio moves toward
1:1. What this model demonstrates is that, as Fisher surmised,
natural selection drives the sex ratio to an even 1:1 ratio.

A numerical example helps illustrate the model. Imagine a pop-
ulation with more males than females, such that there are ;2 = 25
males and /= 20 females, and they produce a total of N = 100
offspring. In this case, the average number of offspring produced
by a male will be 100/25 = 4, whereas the average number
of offspring produced by a female parent will be 100/20 = 5.
Now suppose that a parent produces half sons and half daugh-
ters (¢ = 1/2). The average number of grandoffspring will
be 0.5(4) + 0.5(5) = 4.5 grandoffspring per child produced.
Suppose instead that a parent produces all daughters (& = 0).
Now the average number of offspring per child will be
0(4) + 1(5) = 5. Thus, in a population with an excess of males,
parents will have more grandoffspring when they produce extra
daughters. Thus selection favors parents who produce offspring of

the under-represented sex.

KEYCONCEPT QUESTION

1.3 Fisher's sex ratio model, as detailed in Box 1.1, predicts a 1:1 female : male sex
ratio. But this model assumes that the cost to a parent for producing and providing
for a female offspring is equal to the cost to a parent for producing and providing
for a male offspring. Suppose that this is not the case. Consider a case where each
male offspring is twice as expensive to produce and raise to maturity as each female
offspring. How would you represent the number of grandoffspring produced by
individuals in such a population?

Testing the Sex Ratio Model—A Rapid Change of Sex Ratio

Aswediscussed, modelsallow us tosimplifyacomplex realityand thereby make useful
predictions about what should happen under specific circumstances. We can then
test such models through observational or manipulative experiments. One of
the predictions that Fisher’s sex ratio model makes is that if the sex ratio should
deviate from 1: 1, natural selection will strongly favor genetic changes that restore
an even ratio. Thus, when the sex ratio becomes unbalanced, we expect a rapid
return to a 1:1 ratio. This prediction was put to the test in a species of butterfly
that lives on the adjacent Samoan islands of Upolu and Savaii (Charlat et al. 2007b).
In 2001, 99% of the blue moon butterflies (Hypolimnas bolina) on Upolu and Savaii
were female and only 1% were male (Figure 1.18A). This extreme sex ratio bias
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was the result of male mortality due to a widespread infection by the Wo/bachia ~ FIGURE 1.18 Sex ratios of but-

bacterium. This infection has the curious effect of killing most males during larval ~ terflies on the Samoa Islands. (A)
The blue moon butterfly (Hypo-

. , . . . ; ) limnas bolina) was used to test sex
Fisher's model predicts that if there were to arise a genetic variant of the blue 34 theory on the Samoan islands

development, while leaving females unharmed (Charlat et al. 2007a,b).

moon butterfly that produced as many males as females, despite infection by Wo/-  of Upolu and Savaii. In 2001, 99%
bachia, this variant would spread rapidly. As this variant spread, the sex ratio would ~ of the butterflies on the islands
approach 1:1. This is exactly what happened on Upolu. Sometime after 2001, ::‘;rzslefni:éﬁlioigogtti;z
such a mutant arose on Upolu (or arrived from another island). By 2006, the sex |4 ecurned to near even except in
ratio among Hypolimnas butterflies on the island had returned to approximately  Sagone.
1:1. Even though female butterflies on the island were still infected with the same
variety of Wolbachia as in 2001, they now produced as many surviving males as
females. On the nearby island of Savaii, sex ratios were returning to 1: 1 as well. In
one population, on the side of Savaii that was nearest to Upolu, males actually out-
numbered females among the offspring followed by the experimenters. Only on the
far side of the island of Savaii was the sex ratio still strongly female biased. Sex ratio
theory predicts a return to 1:1 on this far side of the island as well, once migrants
capable of generating the 1:1 sex ratio arrive and spread there (Figure 1.18B).
How do we know that the shift back to an even sex ratio was the result of genetic
changes in the butterfly and not in the bacterium? To test this, Charlat and col-
leagues extracted the Wolbachia bacterium from the offspring of Samoan females who
produced an even sex ratio (Charlat et al. 2007a). They introduced these bacteria
into captive blue moon butterflies from the island of Moorea (near Tahiti). After they
were infected by the Samoan Wolbachia strain, the Moorean butterflies produced only
female offspring. That is, the tendency for Samoan Wolbachia to kill male bucterfly
embryos had not changed. From this, Charlat was able to conclude that evolution-
ary change had occurred in the Samoan butterflies and not in the Samoan Wolbachia,
and that this involved the evolution of a gene that allowed the butterfly to suppress
the male-killing effect of Wolbachia. This drastic change in sex ratio—from 99%
female to approximately 50% female in only 5 years, or 10 generations for the but-
terflies—illustrates both the predictive power of Fisher’s model and the speed with
which evolution by natural selection can change the characteristics of a population.

KEYCONCEPT QUESTION

1.4 How does the sex ratio study on butterflies demonstrate that sometimes
important work in science involves not only a sound theoretical base and good
observational and experimental skills but often a bit of serendipity?
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SUMMARY

Theory and Experiment

In the case of sex ratio evolution, Fisher’s mathematical theory was the impetus for
many subsequent experiments. Yet, Fisher developed his model in part because so
much observational data suggested that the 1:1 sex ratio was common in nature,
and he wanted to understand why that was. This raises a series of general ques-
tions: Is there any natural ordering when it comes to empirical and theoretical
approaches? Does theory come before or after empirical work? The answer is, “It
depends.” Good theory can either precede or postdate data collecting and hypoth-
esis testing. On some occasions, an observation or experiment will suggest to
a researcher that a model should be developed. On the other hand, theory can
precede, encourage, and facilitate experimental research. Regardless of whether
theoretical work precedes or postdates empirical work, a powerful feedback loop
typically emerges wherein advances in one area—either theoretical or empirical—
lead to advances in the other area.

In this chapter, we have skimmed the surface in terms of understanding how
evolution operates. To understand the details of evolutionary biology, however, we
need to examine the historical context in which the discipline developed. And so in
Chapter 2, we will explore some of the ideas that existed before Darwin revolution-
ized the study of biology and then proceed to treat Darwin’s insights.

1. Charles Darwin’s theory of evolution by natural selection

produced a paradigm shift in the life sciences.

. In On the Origin of Species, Darwin presented two revolu-
tionary ideas: (1) the wide diversity of life we see around
us has descended from previously existing species, which
share common ancestry, and (2) the current forms of
these species are primarily a result of natural selection,
a process in which forms that are better suited to their
environment increase in frequency over time.

. Evolutionary biologists infer the causes of ancient events

and develop and test hypotheses through a combination
of observation and experimental manipulations.

. Artificial selection by humans is the counterpart to nat-

ural selection. Humans select which individuals get to
reproduce by choosing those that possess traits that are

beneficial to us, and as a result the phenotypes of domes-
ticated varieties change over time.

. Practical applications of evolutionary biology include, but

are not limited to, controlling resistance to insecticides
and antibiotics, as well as using evolutionary principles to
address problems in conservation biology and the medical
sciences.

. All species that have ever lived form a vast branching tree

of evolutionary relationships known as the tree of life.

. Theory plays an important role in shaping and further-

ing the research agenda in evolutionary biology. Models
can be used both to make predictions and to use observ-
able patterns to infer information that is more difficult to
observe directly.

KEY TERMS

antibiotic resistance (p. 9)
artificial selection (p. 8)

chromosomal sex determination
(p- 22)

comparative anatomy (p. 17) extinction (p. 13)

descent with modification
(p.5)

evolution (p. 5)

fitness (p. 5)
gene expression (p. 19)

major transitions (p. 6)



mating systems (p. 19) phenotype (p. 6)
mutation (p. 6)
natural selection (p. 4)

neutral mutations (p. 18)

REVIEW QUESTIONS

phylogenetic diversity (p.
phylogenetic tree (p. 12)

Suggested Readings

sex ratio (p. 22)
13) speciation (p. 15)

tree of life (p. 12)

selective breeding (p. 6)

1. What is meant by a paradigm shift?

2. What two basic ideas did Darwin lay out in Oz the Origin
of Species?

3. What sort of data do evolutionary biologists collect to
test hypotheses?

4. What is artificial selection?

5. Why is antibiotic resistance such a persistent problem?

KEY CONCEPT APPLICATION QUESTIONS

6. What is phylogenetic diversity?

7. What are the two basic ways to gather empirical evidence
to test hypotheses?

o]

. What are neutral mutations?
9. What is the sex ratio?

10. What is meant by the feedback loop between empirical
and theoretical studies?

11. Inaddition to the arms race that we discussed with respect
to antibiotic resistance, can you describe another such
evolutionary arms race that has practical applications?

12. Can you think of another paradigm shift that has occurred
in science in the past 100 years?

13. What do you think was the key point Dobzhansky was
trying to make by postulating that “nothing in biology
makes sense except in the light of evolution?”

SUGGESTED READINGS

14. How has artificial selection been used to domesticate ani-
mals such as dogs?

15. How has work on gene expression opened up powerful
new ways to study evolutionary change?

16. Why are mathematical models such as the sex ratio
model we discussed so important in evolutionary biology
(indeed in all sciences)?

Engelstddter, J., and G. D. D. Hurst. 2009. The ecology and
evolution of microbes that manipulate host reproduction.
Annual Review of Ecology, Evolution and Systematics 40: 127~
149. A detailed review of issues we discussed in the Wo/ba-
chia—blue moon butterfly sex ratio example.

Huxley, T. H. 1863. Evidence of Man’s Place in Nature. D.
Appleton, New York. Huxley—Darwin’s colleague—pre-
sented evidence for human evolution in this book.

Kuhn, T. 1962. The Structure of Scientific Revolutions. Univer-
sity of Chicago Press, Chicago. In this volume, a classic
in the philosophy of science, Kuhn outlines the idea of a
paradigm shift.

Varki, A., D. H. Geschwind, and E. E. Eichler. 2008. Explain-
ing human uniqueness: genome interactions with environ-
ment, behaviour and culture. Nature Reviews Genetics 9:
749-763. An interesting discussion of how to understand
what molecular genetic comparisons tell us (and don’t tell
us) about similarities and differences between humans and
other primates.

Weiner, J. 1995. The Beak of the Finch: A Story of Evolution
in Our Time. Vintage Books, New York. A Pulitzer Prize—
winning book on Peter and Rosemary Grant’s studies of
the evolutionary processes that have shaped finches in the
Galédpagos Islands.
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Early Evolutionary Ideas
and Darwin’s Insight

2.1

2.2
2.3
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2.5
2.6
2.7
2.8
2.9

The Nature of Science:
Natural versus Supernatural
Explanations

Time and a Changing World

The Origins and Diversity of
Life

Organisms Are Well-Suited to
Their Environments

Darwin’s Theory

Darwin on Natural Selection
Darwin on Common Ancestry
Problems with Darwin’s Theory

The Reaction to Darwin and
Early History of the Modern
Synthesis

<« Some of the Galdpagos finch species
that so fascinated Darwin on his voyage
aboard HMS Beagle. These museum
specimens are arrayed on a copy of
Darwin's research journal.

ong before the science of evolutionary biology was
born, people contemplated both the origin of life and why it was that
organisms often seem so well suited for the environments in which they
live. More than two millennia ago, the Greek philosopher Empedocles
(ca. 492-432 B.C.E.) proposed that body parts arose independently from the
ground, describing organisms

where many heads grew up without necks, and arms were wandering about
naked, bereft of shoulders, and eyes roamed about alone with no foreheads.
(Empedocles, Book II, 244, in Fairbanks 1898, p. 189)

These unattached parts, Empedocles continued, then wandered Earth
before reassorting, sometimes into monstrous combinations such as creatures
with two faces and animals with human heads, and sometimes into the well-
proportioned forms that we observe in the animal world. When we read of
such theories, we need to be careful not to fall into the trap of judging
them based on what we know today. At the time, Empedocles was making
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a serious attempt to understand the origin of animals. He might have been correct,
he just wasn’t; but most ideas turn out to be wrong over the long run.

Empedocles’ ideas did more than suggest how animal life originated: They
also provided an explanation for why organisms seem to be so well adapted to
their environments. Empedocles argued that if individuals were assembled from
parts that were unable to function together to reproduce, they died off and their
types became extinct. Without turning to supernatural intervention, Empedocles
proposed a theory that explained not only why we observe an incredible diversity
of living forms, but also why the component parts of each species tend to be well
suited to one another and to the species” habitats (O’Brien 2012).

Empedocles and his ideas remind us that science has a rich and deep history.
Sir Isaac Newton, the great physicist and mathematician, wrote in 1676 that
if he had seen farther than others, it was only “by standing on the shoulders of
giants.” Therein lies the tremendous power of the scientific approach. On the one
hand, scholars can build on decades, or even centuries, of previous work without
needing to reinvent every step themselves. On the other hand, each of these
previous discoveries or theories remains continually open to challenge, revision,
and reinterpretation based on new evidence. Like all other great scientific ideas,
Darwin’s theory of evolution by natural selection did not arise in a vacuum. Instead,
the idea of natural selection—as a process in which forms that are better suited to
their environment increase in frequency in a population—emerged from a rich
philosophical and scientific tradition that came before it.

Given that many theories from this pre-Darwinian tradition have since
been discredited, why should a contemporary biologist study these ideas about
evolution? Why pause in assessing the view from our time to look back at the
tigures that came before us?

We study the past to improve our work in the present. We hone our own
scientific thinking by following the reasoning that led to both correct and incorrect
conclusions, and we come to appreciate the intellectual risks that sparked the
theories that we now take for granted. We learn from the work of those that came
before us to be flexible in our current thinking. Exploring the debates underlying
our assumptions reminds us to question our understanding and to approach
contemporary problems from new angles.

And so, before investigating Darwin’s theory and the developments in
biology that have followed from it, we will examine the ideas about the nature
of the biological world that preceded the publication of Oz the Origin of Species
in 1859. The first part of this chapter will serve as an introduction to how
pre-Darwinian thinkers tried to answer the big questions about life and biology,
including these:

= What separates science from mythology?
= How should scientists reach conclusions about the natural world?
= How does the natural world change, and over what length of time?

= Why is the world filled with an astonishing diversity of living forms
instead of a few basic types?

® Where do species come from?

® Why are organisms well suited to the environments in which they live?



2.1 The Nature of Science: Natural versus Supernatural Explanations

Once we have tackled these questions, in the second part of
the chapter we will introduce Darwin’s ideas on the evolutionary
process.

We will begin by briefly addressing what separates science
from mythology, and we will discuss what sorts of explanations
scientists can pursue.

2.1 The Nature of Science: Natural
versus Supernatural Explanations

Throughout recorded history, every human culture has cultivated
a set of creation myths that purport to explain—Iiterally or
metaphorically—how the world was created and how it came
to be the way that it is. These mythologies address universal
questions that stimulate the human imagination and gratify
our need for explanations of our place in the world. Prior to the
sixth or seventh century B.C.E., these creation myths provided the only answers
that humankind had to the grand questions of our existence (Armstrong 2005).
This approach to knowledge through mythmaking began to change with the early
Greek philosophers.

Methodological Naturalism

The early Greeks, of course, had their own creation myths, but
philosophers such as Anaximander (ca. 610-546 B.C.E.) (Figure
2.1) were among the first to develop a philosophy of a natural
world in which physical laws replaced a supernatural
world driven by divine action. They sought to
explain the world around them according to fixed
laws of nature, rather than by the operation of
divine whim.

At a time when heavenly bodies were
regarded as divine personages, Anaximander
provided a mechanistic rather than divine
conception of the Moon, Sun, and stars. He
suggested that just like the earthly structures
we experience with our senses, the celestial
bodies were physical objects (Figure 2.2).
Earth, he proposed, was a cylindrical disk. The
Sun and the Moon rotated around it as if on
wagon wheels. Beyond the Sun and the Moon, tiny holes in the firmament let
through the light from a vast dome of fire; these pinpoints of light were the stars.
Again, it is easy to look back on such ideas and laugh, but that would be a mistake.
Anaximander got the details wrong, but given the state of scientific knowledge at
the time, this is to be expected. The important thing here is that Anaximander and
some of the Greek philosophers who followed him developed explanations based on
natural, rather than supernatural, phenomena.

FIGURE 2.1 Anaximander

(ca. 610-546 B.Cc.e.). Anaximander
proposed a mechanistic view of the

Earth and heavens. The philosopher
is illustrated in the 1493 history of
the world, The Nuremberg Chronicle.

FIGURE 2.2 Anaximander’s
cosmology. In Anaximander’s
cosmology, Earth is a disk
surrounded by vast wheels on which
the Sun and Moon rotate and a
dome of fire; stars were explained as
light shining from the dome of fire
through holes in a firmament.
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The strategy of trying to explain the world based solely on natural
phenomena is fundamental to the scientific method and is at the heart of modern
evolutionary biology. It is sometimes called methodological naturalism. We
call it naturalism because of the focus on the natural rather than the supernatural.
We use the adjective methodological because this strategy provides a method or
procedure for seeking scientific explanations of the world. Although philosophers
began using methodological naturalism as early as 600 B.C.E., this approach
would not be solidified or universally embraced until the eighteenth century
(Barzun 2001).

Hypothesis Testing and Logic

Although they were able to make the shift from supernatural to natural explanations,
the early Greek philosophers failed to exploit one of the greatest advantages of
methodological naturalism: hypothesis testing. If we propose an explanation of
a phenomenon based on natural processes, that is, if we develop a hypothesis,
we can then test this hypothesis because we can observe and often manipulate
these processes. By contrast, we have no way to observe, let alone manipulate, the
supernatural, and thus we cannot test supernatural explanations. However, the
early Greeks formulated hypotheses without refining them through testing. This

lack of verification for ideas would begin to change with the great

4 T A hilosopher Aristotle (ca. 384—322 B.C.E.) (Figure 2.3).
drfoteles - T ’

KEYCONCEPT QUESTION

2.1 What does it mean for a hypothesis to be falsifiable?

Unlike those before him, Aristotle recognized the significance
of testing one’s hypotheses. In his Natural History of Animals,
Aristotle was clear that “We must not accept a general principle
from logic only, but must prove its application to each fact; for it
is in facts that we must seek general principles, and these must
always accord with the facts” (Aristotle, Book 1, p. 6, cited in
Osborn 1894). In other words, principles must agree with the facts.
If not, we need to rethink our principles and start over. This sort
of approach is well accepted by modern evolutionary biologists,
and for this we can thank Aristotle and those who followed in his
footsteps. Of course, this approach did not take hold overnight,
and even Aristotle did not always follow the practice he preached.
In the very same volume where he advocated checking principles
against the facts, Aristotle incorrectly asserted that men have
more teeth than women. Philosopher Bertrand Russell famously
remarked that “Aristotle maintained that women have fewer

FIGURE 2.3 Aristotle (ca. 384—322 B.c.e.). The Greek
philosopher Aristotle wrote, “We must not accept a
general principle from logic only, but must prove its
application to each fact; for it is in facts that we must
seek general principles, and these must always accord
with the facts.”

teeth than men; although he was twice married, it never occurred
to him to verify this statement by examining his wives’ mouths”
(Russell 1952, p. 7).

After Aristotle, one advance in scientific methodology came
through the use of logic. Application of logical and mathematical



laws allowed thinkers to move carefully from facts to general principles. In modern
evolutionary theory, not only must one gather physical evidence, but also one must
formulate and test hypotheses based on such evidence.

Profound as they were, advances in methodological naturalism and logic alone
would not prepare the intellectual framework necessary for eventual breakchroughs
in evolutionary theory. People also needed to become accustomed to the idea of a
world that was both ancient and ever changing. In the next section, we will examine
historical conceptions of the nature of change, of the timescale for such changes,
and of the sources of evidence for past changes.

2.2 Time and a Changing World

Darwin’s theory of evolution by natural selection explains the form and diversity
of living things as the consequence of gradual change over vast periods of time. As
we will see in this section, Darwin was not the first to propose this idea, but the
notion of change and huge expanses of time arrived late in the history of Western
thought. This view was not the dominant one during most of Western history.
The view of the world as unchanging seems counterintuitive to anyone who
has watched a storm roll in, a child grow up, or a candle burn. Yet, some Greek
philosophers claimed that everything that exists has always existed and will
always exist. The material world was permanent, unalterable, and unmoving.
Even Aristotle, although he recognized change over small timescales, thought
of the world as static and unchanging over longer periods of time. In contrast,
Empedocles (Figure 2.4) proposed that historically, plant life preceded animal
life, and Xenophanes (570-470 B.C.E.) studied fossils in sedimentary rocks in the
mountains and concluded that at one time the rocks must have been underwater.
The ideas of both Empedocles and Xenophanes implied that
important changes in the biological world had occurred. What

for nearly 2000 years. Indeed, until the work of French natural
historians Georges-Louis Leclerc, comte de Buffon (1707-1788),
and Georges Cuvier (1769-1832) in the eighteenth century, the
idea that species had gone extinct was thought of as an absurd

sorts of changes had occurred, however, remained contentious fmpedOCIes '
ma .ll_f_rlfurr- ; \

challenge to the notion of a flawless Creator.

Even if philosophers accept and study the importance of
change, a full theory of evolution by natural selection cannot exist
without an understanding of the vast expanses of time over which
some changes take place. That would not come for almost 2000
years after these early conjectures by the Greeks. Along the way,
in the late Middle Ages, the written records of the Bible provided
a starting place for estimating the age of Earth. Following similar
endeavors by scholars before him, James Ussher (1581-1656),
a seventeenth-century Anglican archbishop in Northern Ireland,
performed complex calculations based on the Old Testament,
and he concluded that the universe had been created on October 23, 4004 B.C.E.
Though the precision of the date may sound ludicrous today, Ussher’s attempt to
date the creation of the world was part of a serious research tradition at the time

(/

2.2 Time and a Changing World

FIGURE 2.4 Empedocles

(ca. 492-432 B.ce.). Empedocles
argued that plant life preceded
animal life.
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(Gould 1991). Famous scientific contemporaries of Ussher made similar attempts;
for example, Isaac Newton dated creation at 3998 B.C.E.

At the same time that Archbishop Ussher was making his calculations, a radical
shift was taking place in the way that other scholars viewed time and history.
Inspired by the vastness of space made clear with the invention of the telescope
and the discovery of countless stars beyond those visible to the naked eye, thinkers
looked to an equally vast expanse of time.

Scientists began to suggest that both the universe and Earth were much, much
older than the thousands of years suggested by a literal interpretation of the Old
Testament. In the latter part of the eighteenth century, Buffon used physical laws
about the rate at which objects as large as Earth both heat up and cool down to
calculate the age of Earth at between 75,000 and 2 to 3 million years (Buffon
1778; Roger 1997). Around the same time, James Hutton (1726-1797), a
Scottish geologist, naturalist, and chemist, argued that geological evidence—the
way that rock strata were aligned, the processes of erosion and sedimentation, and
the fossil data—suggested that the world was inconceivably old (Hutton 1795;
Repcheck 2003). Once the idea of a changing world and vast stretches of time
became established, the question became this: How can we fully use the power of
observation, experimentation, and hypothesis testing to understand change over
immense periods of time? To do so, we require explanations that not only appeal
to natural processes but also, more specifically, appeal to natural processes that are
ongoing and observable or otherwise somehow accessible to us. Historically, the
method to do this emerged first in the field of geology and from there migrated
to the biological sciences. To see how, we need to examine the work of Scottish
geologist Charles Lyell (1797-1875) (Figure 2.5).

Building on ideas first proposed by Hutton, Lyell aimed to explain Earth’s
geological features by appealing to the same geological processes currently
observable. He argued that these same processes have operated over very long
periods of time in a slow, gradual manner. From this, Lyell came up with the
title of his famous book, Principles of Geology, Being an Attempt to Explain the Former
Changes of the Earth’s Surface, by Reference to Causes Now in Operation (Lyell 1830).
As we will see shortly, this approach, known as uniformitarianism, had a strong
influence on Charles Darwin.

Uniformitarianism explained the geological features of Earth in a radically
different way than did catastrophism, the common theory of the time. According to
catastrophism, Earth’s major geological features arose through sudden cataclysmic,
large-scale events, rather than through slow gradual change. Catastrophism also
posited that these cataclysmic events often involve different forces than those that
are currently operating.

The shift from catastrophism to uniformitarianism was an important
development not only for geology, but also for science as a whole, because science
attempts to relate natural processes to observable patterns. In the extreme
catastrophic view, these processes are themselves neither observable nor subject to
manipulative experiments, and they are not expected to occur again in the future,
making it hard—but not impossible—to test hypotheses about how observed
patterns have been generated. In the uniformitarian view, all of the processes that
have generated the current geological patterns we see around us can themselves be



FIGURE 2.5 Charles Lyell (1797-1875) and uniformitarianism. (A) Lyell’s theory of
uniformitarianism helped pave the way for modern evolutionary thinking about the vast expanse
of time. (B) Uniformitarianism posits that the slow process of erosion (left), when carried out over
long stretches of time, can produce massive canyons (right).

observed in operation at present, providing scientists with much more power to
test hypotheses.

While Lyell’s work related directly to geology, his concept of change over time
would also influence evolutionary biology. Darwin read Lyell’'s Principles of Geology
while serving as captain’s companion and ship’s naturalist aboard HMS Beagle, and
he was profoundly affected by Lyell’s ideas (Recker 1990). Prior to publishing O zhe
Origin of Species, Darwin wrote three books on geology, each of which drew heavily
on Lyell’s work on uniformitarian change. And, as we will see later in this chapter,
in many ways Darwin’s ideas on the gradual changes associated with evolution by
natural selection are a sort of biological interpretation of Lyell’s uniformitarianist
ideas on geological processes. The diversity of life on Earth, Darwin proposed, can
be explained by mechanisms that are in operation today, acting over very long
periods of time.

By explaining the dramatic features of Earth’s geography through uniformitar-
ianism, Lyell conceived the world as changing across enormous expanses of time.
As such, by the time Darwin began his work, the approach to scientific inquiry
had changed from mythmaking and supernatural explanations to methodological
naturalism—a method built on an increasingly sophisticated system of hypothesis
testing and reason.

In the next section, when we explore theories of how new species come into
existence, we will see that both uniformitarianism and the concept of deep time
(vast periods of time) were essential in understanding the origins of the diversity
of organisms on Earth.

2.2 Time and a Changing World
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2.3 The Origins and Diversity of Life

In addition to taking the first steps toward the scientific method and hypothesizing
about events from the past, the Greek philosophers also developed a keen
appreciation for the study of natural history. Again, Aristotle’s contributions were
exceptional. Aristotle’s books Physics and Natural History of Animals marked the
birth of the field of natural history, an enterprise that would be important for the
development of any theory of the astonishing diversity of life, whether that theory
was evolutionary or not (Schneider 1862).

Aristotle distinguished among 500 species of birds, mammals, and fish, and he
wrote entire tracts on the anatomy and movement of animals. He also proposed a
taxonomy of nature—a classification system of life—that led from polyps at the lowest
level to humans at the pinnacle. This would later be called “the great chain of being,”
or scala naturae. According to this linear classification system, each species occupied
a link in a chain of ever-increasing complexity. This concept influenced Western
thinkers for more than 2000 years. While this view of nature contributed to the sense
of the diversity of life, it was missing two critical concepts that were necessary for the
development of evolutionary biology: shared degrees of complexity and the potential
to change. On the sczla naturae, every organism represented a specific and unique link
in the chain, and each link represented a different level of complexity, which meant
that different organisms could not share comparable degrees of complexity. Likewise,
in this view, each specific link on the chain of being would remain forever fixed—
precluding the possibility that organisms might change. Both of these misconceptions
would have to be overcome before evolutionary biology could emerge as a science.

In addition to cataloging the details of natural history, the ancient Greeks also
turned their attention to the problem of how life got started and how all of the
diverse living forms around them arose. As we learned at the start of the chapter
in our discussion of Empedocles, without the ability directly to observe life arising
and diversity being generated, and without a broad conceptual framework for the
diversity of the life they saw, the Greeks resorted to speculative accounts of how
this process may have occurred. While these speculations represented progress
in the sense that they involved natural rather than supernatural explanations,
many of the specific mechanisms that the Greeks proposed seem bizarre today.
The commonality among almost all of their suggestions is that they relied on
spontaneous generation—the idea that complex life-forms arise repeatedly,
without external stimuli, from nonliving matter, and heterogenesis—the idea that
parents of one species could produce offspring of a different species.

Ideas on spontaneous generation existed before the Greeks and persisted for
more than 2000 years after the Greeks. In Egypt, for example, people thought that
frogs were created spontaneously from mud. This is because when the Nile River
flooded every year, it transformed dry mudflats into wet mud, and simultaneously,
hundreds of frogs appeared. Aristotle wrote extensively about spontaneous
generation as a source of life and theorized that when parents thus generated went
to reproduce, they formed new species by heterogenesis. Many medieval European
farmers believed that mice were generated from moldy grain, and many urban
residents believed that sewage created rats (McCartney 1920).

Finally, in 1668, in an early example of a controlled experiment, Francesco
Redi (1626-1697), an Italian physician and naturalist, addressed the following
question: Are flies spontaneously generated from meat carcasses? It seemed as if
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they were, because when meat rotted, flies appeared. So, Redi placed raw meat
in a series of jars. Covering some jars (for a control group) and leaving other jars
uncovered or partially uncovered, Redi determined that flies only arise from the
maggot offspring of other flies, and that maggots cannot spontaneously generate
from meat (Figure 2.6). Redi’s experiment prompted his contemporaries to
question whether any organism could appear from a nonliving substance. In spite
of this experiment, spontaneous generation persisted as a theory, in part because
the new technology of the microscope showed organisms such as bacteria and fungi
appearing on substances such as spoiled broth without any clear parental source.

The late eighteenth and early nineteenth centuries brought new theories to
explain the origins of life and the diversity of species. Erasmus Darwin (1731-1802)
(Figure 2.7), an English physician, philosopher, and the grandfather of Charles
Darwin, was one of the first to propose the idea of evolutionary change in his book
Zoonomia (Darwin 1796; King-Hele 1998).

Erasmus Darwin argued that all life evolved—although he did not use that
word—from what he called a “single living filament” (Darwin 1796). For Erasmus
Darwin, this living filament had been modified in endless ways, over millions
of years, to produce the life that he saw around him. He also hypothesized that
humans had initially walked on four limbs and, even more remarkably, that we
had descended from another primate species. This was a radical idea at the time. In
addition, Erasmus Darwin understood the struggle for existence—the notion that

2.3 The Origins and Diversity of Life

FIGURE 2.6 Redi’s

experiment. Redi’s experiment
demonstrated that maggots did
not arise through spontaneous
generation. Uncovered jars with
meat have fly eggs and maggots.
When the jars are covered, and flies
cannot enter and lay eggs on the

meat, no eggs or maggots are found.

FIGURE 2.7 Erasmus Darwin
(1731-1802). Charles Darwin’s
grandfather proposed the idea of
evolutionary change in his book
Zoonomia.
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FIGURE 2.8 Robert Chambers
(1802-1871). Chambers authored
the book Vestiges of the Natural
History of Creation.

organisms are in a constant struggle to obtain resources and to use these resources
to produce more offspring than those around them. Despite Erasmus Darwin’s
insights, he did not develop a full-blown theory of evolution of new species by
natural selection for at least two reasons: (1) with a few notable exceptions, he failed
to connect the struggle for existence, which he described over and over again, to
the evolutionary changes that such a struggle would produce (Krause 1879); and
(2) he believed in the widely accepted, but largely incorrect, idea that new traits
acquired during the lifetime of an organism could be passed down to progeny. We will
return to this “inheritance of acquired characteristics” later in our discussion of its
most famous proponent, Jean-Baptiste Lamarck.

After Erasmus Darwin, Robert Chambers (1802—1871), a Scottish geologist,
writer, and publisher (Figure 2.8), presented a more formally developed and
widely influential theory on how new species originate in his 1845 book, Vestiges of
the Natural History of Creation (Chambers 1845).

In the section of his book on what today we would call evolution, Chambers
highlighted two critical points: (1) the composition of species has changed over
time, and (2) this change was slow, gradual, and unlinked to catastrophes (Mayr
1982). From these ideas, Chambers outlined his principle of progressive development, in
which he hypothesized that new species arise from old species: “The simplest and
most primitive type . . . gave birth to the type next above it . . . and so on to the
very highest, the stages of advance being in all cases very small—namely, from one
species only to another; so that the phenomenon has always been of a simple and
modest character” (Chambers 1845, p. 222).

One aspect of Vestiges that often goes unnoticed is that Chambers thought not
in terms of individuals so much as populations—groups of individuals of the
same species that are found within a defined area and, if they are a sexual species,
interbreed with one another. Chambers was perhaps the first to recognize that,
in the parlance of modern evolutionary biology, populations evolve; individuals
do not.

Robert Chambers and his Vestiges profoundly influenced a broad range of
readers. The book was widely read by scientists and laypeople alike, including
a young Abraham Lincoln, who quickly became “a warm advocate of the
doctrine” (Herndon and Weik 1893). Vesziges would eventually sell an astonishing
100,000 copies (Secord 2000). For all its success, the greatest deficit in
Chambers’ book was the lack of a theory to explain why new species come into
being. That is, there was nothing akin to the theory of natural selection that
Darwin would propose some 15 years later.

2.4 Organisms Are Well-Suited to
Their Environments

While Vestiges presented the idea of new species gradually arising from existing
species, the book did not explicitly consider the enormous influence of the
environmenton these slow changes. Any observer of nature will notice the remarkable
degree of fit between the structures of organisms and their environments. The
mammals of cold climates have thick coats and layers of insulating fat; swimming
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animals have shapes that allow them to move efficiently through the water; desert
plants have thick waxy cuticles and low surface area that help them avoid water
loss. How do we explain this seemingly marvelous fit? Prior to Darwin’s work,
philosophers and scientists entertained a diverse array of answers to this question.

Paley’s Natural Theology

For the English naturalist and theologian William Paley (1743-1805), the
fit of diverse species to their environments resulted from the planning of some
supernatural deity. In his textbook, Natural Theology, Paley discussed the famous
metaphor of God as watchmaker (Paley 1802) (Figure 2.9). If a single part of the
clockwork within a watch were shaped differently or placed elsewhere, he observed,
the watch would fail to function. Because living creatures are even more complex
than watches, they could not have come to fit their habitats perfectly through
chance, Paley argued, just as it is virtually impossible for a fully working watch
to come into being simply by chance arrangement of clockwork parts. Organisms,
then, must have been intentionally designed by a benevolent deity in order to
thrive in their environments.

Years later, Darwin would read and admire Paley’s work, particularly his
arguments on how the structures of organisms fit the functions they need to serve
in order for individuals to survive. As we will see in greater detail in a moment,
however, Darwin would disagree with Paley’s explanation of the source of these
adaptations. Darwin sought to explain adaptation by purely natural, rather than
supernatural, causes.

Jean-Baptiste Lamarck and the Inheritance of
Acquired Characteristics

With Jean-Baptiste Lamarck (1744-1829), we return fully to methodological
naturalism as the explanation for species fitting their environments (Figure 2.10).
Originally trained as a botanist at the French Jardin du Roi as a student of Buffon,
Lamarck eventually became an animal systematist specializing in the study
of invertebrates. His long-term studies of such organisms as mussels, which he
compared to less complex fossil mussels, no doubt led him to think in terms of
increasing complexity occurring in a group of organisms over time.

In his 1809 book, Zoological Philosophy, Lamarck rejected the idea that new species
suddenly appeared after large-scale extinctions resulting from catastrophic events.
Instead he proposed that new, more complex species—humans being the most
complex—nhad descended, gradually, from older, less complex species. Because of
this, Lamarck is often credited with developing the first truly evolutionary theory
for how organisms adapt to their different environments over evolutionary time.
Actually, Lamarck outlined two mechanisms for evolutionary change, but here we
will focus on his more famous one—the inheritance of acquired characteristics.

The idea behind the inheritance of acquired characteristics is that during the
lifetime of an organism, the habits of the organism bring about changes in its structure,
and such structural changes are passed down across generations (Lamarck 1809).
Consider Lamarck’s description of this process in birds (Figure 2.11):

FIGURE 2.9 William Paley
(1743-1805). Paley discussed

the exquisite fit of organism to
environment by using an analogy

in which, just as a watch requires a
watchmaker, so too living organisms
require a conscious designer.

FIGURE 2.10 Jean-Baptiste
Lamarck (1744-1829). Lamarck
developed a “transformation” theory
for evolutionary change in his
Zoological Philosophy.
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FIGURE 2.11 Lamarck,

acquired characteristics, and
shorebirds. Lamarck argued that
the long legs of shorebirds such as
this black-necked stilt (Himantopus
mexicanus) are the result of birds
stretching their legs as far as pos-
sible to avoid sinking in the mud.
This stretching itself, Lamarck pos-
tulated, lengthened the legs of indi-
viduals doing the stretching, and
their new trait of “longer legs” was
then also passed down to offspring.

One may perceive that the bird of the shore, which does not at all like to swim, and
which however needs to draw near to the water to find its prey, will be continually
exposed to sinking in the mud. Desiring to avoid immersing its body in the liquid [the
bird} acquires the habit of stretching and elongating its legs. The result of this for the
generations of these birds that continue to live in this manner is that the individuals
will find themselves elevated as on stilts, on naked long legs. (Lamarck 1801, cited in
Burkhardt 1995, p. 172)

Lamarck observed that we find long-legged
birds in environments in which long legs are
beneficial. Rather than crediting a watchmaker
deity for this perfect fit, he hypothesized a
process of adaptation over time. Lamarck’s
hypothesis that traits acquired during the lifetime
of an individual are passed on to its progeny was
interesting, reasonable, and based on an idea
that was universally accepted by scientists and
nonscientists alike. After all, we are all aware
of how our habits of life lead to changes in
physiology; lifting weights, for example, leads
to the development of increased muscle mass
and lifting power. In the absence of evidence to
the contrary, it is only a short leap from there to
suppose that such changes could also be passed
on to one’s offspring. Today, however, we have
plenty of evidence to the contrary. We know
that acquired characteristics are not ordinarily
inherited, and we now ground our ideas of how traits are passed from generation
to generation in the laws of genetics, which were formulated about 100 years after
Lamarck (Chapter 6).

Lamarck’s legacy, however, is not that he postulated the wrong processes for
evolutionary change, but that he proposed a process in the first place, and that
he connected it to environmental fit. As we will see, although Darwin did not
completely reject the inheritance of acquired characteristics, his ideas on how and
why evolutionary changes occur were quite different from those of Lamarck.

KEYCONCEPT QUESTION

2.2 A blacksmith's muscles get larger the more he pounds his metals into shape.
Suppose, as is likely the case, that the sons of blacksmiths are on average more
muscular than other males their age. Why might this mistakenly lead someone

to think that muscle size here is an example of the inheritance of an acquired
characteristic? How else could we explain this observation?

Patrick Matthew and Natural Selection

In the history of biology, we hear little about the developments in evolutionary
thinking in the 50 years between Lamarck’s Zoological Philosophy (1809) and
Charles Darwin’s On the Origin of Species. Yet, it was during this period that Patrick
Matthew (1790-1874), a Scottish landowner and writer, proposed his own theory
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of evolution by natural selection, predating the ideas laid out in On the Origin of
Species by more than a quarter of a century (Matthew 1831; Mayr 1982; Dempster
1996). In an obscure 1831 work entitled On Naval Timber and Avrboriculture,
Matthew proposed a theory very similar to Darwin’s on the interaction between
environment and evolutionary change. In the notes at the end of Oz Nawval
Timber and Arboriculture, in a section only tangentially related to the rest of the
book, Matthew outlined his ideas on both evolution and natural selection. He
understood the idea that individuals best suited to their environments would be
selected over others. The difference between this idea and Lamarck’s theory is that
Matthew relied on what Darwin would one day call natural selection rather than
the inheritance of acquired traits.

Matthew’s discussion of environmental fit and natural selection—what he
dubbed “the circumstance-adaptive law”—is remarkably similar to what Darwin
would discuss almost 30 years later. Matthew, for example, noted,

The self regulating adaptive disposition of organized life may, in part, be traced to
the extreme fecundity of Nature, who . . . has in all the varieties of her offspring, a
prolific power much beyond (in many cases a thousandfold) what is necessary to fill
up the vacancies caused by senile decay. As the field of existence is limited and pre-
occupied, it is only the hardier, more robust, better suited to circumstance, individuals
who are able to struggle forward to maturity . . . from the strict ordeal by which Nature
tests their adaptation to her standard of perfection and fitness to continue their kind
by reproduction, . . . the breed gradually acquiring the very best possible adaptation.
(Matthew 1831, pp. 384-385)

Matthew outlines three important evolutionary ideas here: (1) resources are
limited, and only so many offspring can survive to the age of reproduction; (2)
individuals will differ in terms of traits that allow them to garner such resources;
and (3) over time, this will lead to organisms that are well adapted to their
environments.

Matthew’s name is not readily associated with the theory of evolution by natural
selection—despite the fact that on page 22 of the preface to the sixth edition of
The Origin of Species, Darwin noted that Matthew presented “precisely the same
view on the origin of species as that propounded by . . . myself . . . in the present
volume.” There are many reasons for Matthew’s relative obscurity. His ideas were
published in a book that no one interested in biological diversity would have been
likely to read, and even there his ideas were hidden in his notes and appendix
section rather than presented as a unified theory. Moreover, Darwin discussed both
natural selection and common descent, while Matthew mentioned only the former.
Perhaps most important, Matthew presented scant evidence in support of his ideas.
Darwin, in contrast, spent 20 years gathering evidence for evolution by natural
selection before publishing Oz the Origin of Species. All of that said, Matthew’s work
merits more attention than it has garnered.

If we stop and take stock for a moment, what we have seen in this chapter
so far is that five major developments preceded and facilitated Darwin’s On the
Origin of Species. These changes involved moving (1) from supernatural explanations
to methodological naturalism, (2) from catastrophism to uniformitarianism, (3)
from logic and pure reason to observation, testing, and refutation, (4) from an
unchanging world to a world in flux, and (5) away from the idea of spontaneous
generation to the idea that species come from other closely related species.
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2.5 Darwin’s Theory

We will begin our exploration of Darwin’s contributions with a brief overview
of the major ideas that he presented in On the Origin of Species. Darwin had two
fundamental insights that he referred to as “two great laws” about the process of
evolution.

Darwin’s Two Fundamental Insights

The first of Darwin’s fundamental insights deals with the conditions of
existence and the process of natural selection. Here, Darwin hypothesized that
the environment—what we might think of in the abstract sense as “nature”—
selects on variation in the traits of individual organisms, because some variants
are more successful than others at increasing the probability of survival and
reproduction.

With this hypothesis, Darwin offered a mechanistic explanation both for how
the characteristics of organisms change over time and for why organisms are
well suited to their environments. That explanation was, of course, the process
that Darwin dubbed natural selection. The effect that a given variant of a trait
has on survival and ultimately reproductive success depends on the environment
in which an organism finds itself. As Darwin noted, once the “conditions of
existence” are determined, “natural selection acts by either now adapting the
varying parts of each being to its organic and inorganic conditions of life; or by
having adapted them during past periods of time” (Darwin 1859, p. 206). Here,
when Darwin writes of the conditions of existence, he is referring to the living
(biotic) and nonliving environment that sets the stage on which natural selection
operates.

The second of Darwin’s insights centers on the common ancestry of all
living things. Darwin hypothesized that all species have descended from one
or a few common ancestors; species that share a recent common ancestor tend
to resemble one another in many respects for the very reason that they share
recent common ancestry. In short, Darwin hypothesized that new species do not
arise through independent acts of creation or spontaneous generation, but rather
from preexisting species. This process generates a branching pattern of ancestry
relating all life.

These two insights are major themes not only within this chapter, but
throughout the textbook, and we will go into much more detail about them in
other chapters. For now, we will look at how Darwin arrived at these ideas, at
how he collected evidence to support them, and at how he chose to present his
challenging conclusions to his nineteenth-century contemporaries.

Publication of On the Origin of Species

Darwin begins On the Origin of Species as follows: “When on board H.M.S. ‘Beagle,
as naturalist, I was much struck with certain facts in the distribution of the
inhabitants of South America, and in the geological relations of the present to the
past inhabitants of that continent. These facts . . . seemed to throw some light on the
origin of species—that mystery of mysteries” (Darwin 1859, p. 1) (Figure 2.12).
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FIGURE 2.12 The voyage of the Beagle. (A) Map of the voyage of HMS Beagle, which began
in England. (B) HMS Beagle was a 10-gun brig of the Royal Navy. (C) Portrait of a young Charles
Darwin, shortly after returning from his journey aboard the Beagle.

As we have seen, some of Darwin’s predecessors talked of evolutionary change
and even of processes similar to natural selection. Darwin’s On the Origin of Species,
however, was the first to present a complete theory of evolution by natural selection
and to support that theory with an enormous body of evidence: evidence that
included, but was not limited to, his observations of finches, tortoises, coral reefs,
and so much more in the Galdpagos Islands (Figure 2.13).

Twenty-three years separated Darwin’s return from his time on HMS Beagle and
the publication of On the Origin of Species. Darwin postponed releasing his work, in
part because he knew that his ideas were revolutionary, and he wanted to have the
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FIGURE 2.13

Darwin’s finches. Darwin
observed substantial variation

in the beak morphologies of the
finches across the Galdpagos
Islands. These observations, along
with many others, led Darwin to
formalize his ideas on the process
of natural selection. Over the years,
evolutionary biologists have studied
how this variation in morphology
maps to differences in food sources
and feeding strategies.
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FIGURE 2.14 Alfred Russel
Wallace (1823-1913). Wallace
independently developed a theory of
evolution by natural selection very
similar to that of Darwin.

strongest possible case before unveiling them to both the scientific world and the
general public. But in the end, competition pressured Darwin into publishing. In
1858, as part of an ongoing correspondence with Alfred Russel Wallace (1823—-1913),
Darwin received a manuscript in which Wallace proposed a theory very similar to his
own (Figure 2.14).

Wallace was a brilliant natural historian, geographer, and collector; he identified
many new species of birds and insects, and his collections can be seen today in
natural history museums around the world. Wallace had written a paper in 1855 in
which he speculated on the origin of species; there he concluded from the similarity
of geographically nearby species that new species must arise from preexisting ones
(Wallace 1855). Wallace’s concept of how species are formed led him to suggest
the hierarchical branching relationship among species that is fundamental to our
current understanding of the diversity of life.

It was during a bout with malaria on the Spice Islands, however, as he suffered
from fever, that Wallace figured out the mechanism that drives species to change
(Raby 2001). As he recollected, “I at once saw that the ever present variability of
all living things would furnish that material from which, by the mere weeding out
of those less adapted to the actual conditions, the fittest alone would continue the
race” (Wallace 1905, pp. 191-192). Darwin would call this process natural selection.

When Wallace wrote to Darwin outlining these ideas on evolution, Darwin
yielded to pressure from friends and colleagues and publicized his own theories,
first in a joint Darwin—Wallace paper that was read to the Linnaean Society in
1858 (with neither Darwin nor Wallace present), and later in longer form as Oz the
Origin of Species. Wallace still holds a place in the pantheon of great evolutionary
thinkers, but history primarily associates Darwin’s name with the theory of
evolution by natural selection. In large part this is due to Wallace’s professional
generosity. While his theory closely resembled Darwin’s, Wallace graciously agreed
that Darwin deserved the credit. Darwin had worked for decades on developing
the theory and had amassed huge amounts of data from many sources to provide
evidence for his theory of evolution by natural selection.

In 1859, when Darwin finally published On the Origin of Species, he laid out his
evidence and his argument carefully, cognizant of the criticism his ideas would
draw. But before he could describe either his data or the process involved in
generating a new species, Darwin first needed to prepare his reader for what was to
come. He did so cautiously, but in a strategically brilliant fashion.

Means of Modification and Pigeon Breeding

The opening chapter of Oz the Origin of Species may strike the modern reader as odd,
with Darwin writing:

It is, therefore, of the highest importance to gain a clear insight into the means of
modification. . . . At the commencement of my observations it seemed to me probable
that a careful study of domesticated animals and of cultivated plants would offer the
best chance of making out this obscure problem. (Darwin 1859, p. 4)

Indeed, Darwin writes about numerous domestication programs, with an
emphasis on pigeon breeding (Figure 2.15). What most biologists consider the
most important book ever written opens not with his grand theory explaining
diversity of life on earth, but rather with an extended discussion of how to breed
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FIGURE 2.15 Pigeon varieties. Darwin used pigeon breeding to explain artificial selection to the
readers of On the Origin of Species. Here we see three domesticated pigeon varieties: (A) the carrier
pigeon, (B) the beard pigeon, and (C) the pouter pigeon.

for bizarre, if beautiful, pigeons. But there was a reason Darwin chose to do this.
While this choice of subject matter appears unusual today, pigeon breeding was a
popular pastime in Victorian England and would have been comfortingly familiar
to Darwin’s audience. With this example, Darwin set up an analogy that would help
his readers of 1859 relate to the novel ideas in the rest of the book.

Darwin hoped to introduce readers to natural selection by first convincing them
that the breeding programs that pigeon fanciers had developed—programs that
had led to a wide range of extraordinary variation in pigeon color, flying habits,
behavior, and so on—resembled the processes that led to differences within and
between species in nature. Here, Darwin aimed first to illustrate the processes by
which he thought species changed over time and second to help his readers get
beyond their preconceptions of species as eternal and immutable. We address these
two aims in turn.

Artificial Selection

In artificial selection, humans systematically breed certain varieties of an organism
over others. For thousands of years, humans have been shaping animals and plants
by this process. Ever since our ancestors selected some varieties of wheat, corn, and
rice over others, and systematically planted such seeds, we have engaged in artificial
selection. The same process describes our systematic breeding of certain types of
dogs and our domesticated livestock. The process that pigeon breeders developed
is an example of artificial selection, whereas the process leading to the wide variety
of traits we see in nature is natural selection.

Following Darwin, let us examine how artificial selection works in the context
of pigeon breeding. Suppose that like pigeon breeders in Victorian days, we want to
produce a variety of pigeon with snow-white plumage. We would begin our artificial
selection process by systematically allowing only those individuals in our population
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with the whitest plumage to breed. We would then continue this process generation
after generation, in each generation sorting the birds based on plumage coloration,
and allowing the whitest—those that are closest to the type we want to produce—
to breed. If offspring resembled their parents in terms of plumage coloration, each
generation of offspring would have whiter and whiter feathers. Eventually, we would
exhaust all genetic variation for plumage coloration, and, so far as possible, we would
have achieved our goal of a snow-white pigeon (Figure 2.16).

Generation 1 Generation 2

Generation 3 Generation N

FIGURE 2.16 Artificial selection for white plumage in pigeons. Each generation, a breeder
selects the pigeons with the whitest plumage and allows them to breed. Many generations later
(generation N), at the end of the process, the breeder has a pigeon variety with much whiter
plumage than that of the original stock.
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KEYCONCEPT QUESTION

2.3 Choose another example of artificial selection and describe a breeding program
that would produce the desired aim of the breeder.

Changing Species

While many of Darwin’s contemporaries would have accepted the explanation of
artificial selection as the mechanism producing new varieties of pigeons—pigeons
with new colors, new morphological traits, new behaviors, and so on—the claim
that this process could generate new species was much more controversial, as it
implied that it would lead to original and new life-forms, an idea that was still
widely unaccepted at the time. Darwin knew this all too well and in Chapter 2 of
On the Origin of Species, he seems almost obsessed with the definition of a variety
versus a species and with the problems in distinguishing between these two
categories.

Darwin presents example after example in which one naturalist calls a group
of organisms “species 1,” while another classifies the same group as a “variety of
species 2.” In Darwin’s eyes, the line between a variety and a species was arbitrary.
He conceptualized species as merely “strongly marked and permanent varieties.”
Conversely, when he saw varieties, he viewed them as “leading to subspecies and
then to species,” and he often spoke of varieties as “incipient species”’—species in
the making.

Challenging the distinction between species and varieties was essential to
Darwin’s overarching argument. Pointing to examples in plant and animal
breeding, Darwin could provide extensive evidence that new wvarieties often arise
from a single stock through a branching mechanism of descent. Having established
that varieties are similar to species, Darwin could then claim that they probably
both respond to similar processes, most notably, some process of selection (artificial
or natural). As such, he could argue that, like varieties, species change over time,
and that new species arise from other species.

To explain how varieties were on the path to becoming new species, Darwin
introduced the concept of descent with modification. For example, he hypothesized
that if we want to understand how species 2 got to be what it is today, we need
to recognize that it descended from another species—Ilet’s call it species 1—and
that over evolutionary time, numerous nodifications occurred. Darwin argued that
these modifications resulted largely from the process he dubbed natural selection,
a process analogous to the familiar technique of artificial selection that had been
used by breeders for thousands of years.

Once Darwin had walked the reader of On the Origin of Species through the process
of artificial selection and the concept of species as changing entities similar to
varieties, he could move on to the details of the process of natural selection.

2.6 Darwin on Natural Selection

Darwin argued, over and over, that the process of natural selection resembles that
of artificial selection. The two important differences between the processes are the
selective agent and the traits being selected. With artificial selection, the selective
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agent is the human breeder who chooses which traits to modify and attempts
to modify them in a way that is beneficial to the breeder. In the case of natural
selection, we can think of nature as the selective agent, though nature is not, in any
sense, a conscious agent in the way that humans are.

With respect to what traits are selected, Darwin noted,

Man can act only on external and visible characters; nature cares nothing for appearances,
except in so far as they may be useful to any being. She can act on every internal organ,
on every shade of constitutional difference, on the whole machinery of life. (Darwin

1859, p. 83)

That is, the process of natural selection favors any variant of a trait that increases
the survival and reproductive success of an individual, even if the difference is not
easily detected by a human observer or if the increase in reproductive success is
small.

Darwin, Variation, and Examples of Natural Selection

In part by taking Lyell’s ideas on uniformitarianism and applying them to biology,
Darwin hypothesized that evolution by natural selection is a gradual but powerful
process. He argued that the process of natural selection acts on small differences
between individuals. If one variety of a trait leads to even a small reproductive
advantage compared to other varieties, it will be favored by natural selection.
These small differences can translate into much larger changes as they accumulate
over evolutionary time.

For example, Darwin asked his reader to imagine the wolf that “preys on various
animals, securing some by craft, some by strength, and some by fleetness” (Darwin
1859, p. 90). When prey animals are scarce—and prey are almost always scarce—
natural selection acts strongly in such wolf populations. Wolves that possess the
traits that best suit them for hunting (speed, stealth, and so on) tend to survive
longer and produce more offspring. These offspring in turn are likely to possess the
traits that benefited their parents in the first place. The repetition of this process for
generation after generation produces wolves that are very efficient hunters. “Slow
though the process of selection may be,” noted Darwin, the eventual outcome is a
more effective wolf predator.

Darwin applied similar arguments to many other examples in nature. Among
these, he discussed the process of natural selection on plants that rely on insects
as their pollinators. Darwin saw this case as more complicated than the case of
the wolves, because insects often eat most of the plant’s pollen. He argued that
natural selection might nonetheless favor plant traits that foster more efficient
insect pollination, because only a small amount of pollen is needed by the plant for
fertilization (Figure 2.17). Darwin explained:

... as pollen is formed for the sole object of fertilisation, its destruction appears a simple
loss to the plant; yet if a little pollen were carried . . . by the pollen-devouring insects
from flower to flower, and a cross thus effected, although nine-tenths of the pollen
were destroyed, it might still be a great gain to the plant; and those individuals which
produced more and more pollen, and had larger and larger anthers, would be selected.
(Darwin 1859, p. 92)
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Once we see traits in terms of their effect on overall reproductive success—as
Darwin did for wolves, insect-pollinated plants, and myriad other examples—the
concept of natural selection becomes a powerful tool for understanding the world
around us.

The Power of Natural Selection

Darwin’s own writings demonstrate that he attributed enormous power to the
process of natural selection. He ends the introductory chapter of On the Origin
of Species by claiming, “I am convinced that natural selection has been the most
important, but not the exclusive, means of modification” (Darwin 1859, p. 0).
Darwin lays out his position in even more detail for the reader in a later passage:

It may be said that natural selection is daily and hourly scrutinising, throughout the
world, every variation, even the slightest; rejecting that which is bad, preserving and
adding up all that is good; silently and insensibly working, whenever and wherever
opportunity offers, at the improvement of each organic being in relation to its organic
and inorganic conditions of life. We see nothing of these slow changes in progress, until
the hand of time has marked the long lapse of ages. (Darwin 1859, p. 84)

This is a very powerful statement. For Darwin, the process of natural selection
operated 24 hours a day, every day, everywhere, over vast periods of time. Only
a process of such magnitude could have shaped all the life that we see around
us and, for that matter, all life that has ever lived. As long as offspring resemble
their parents with respect to a given trait, any differences in reproductive success
associated with varieties of a given trait will be acted on by natural selection. This
includes differences so slight that even the most thorough and patient human
investigator might struggle to detect them.

An analogy might help here: The process of natural selection acts as an editor,
removing what is not as well suited to its environment by increasing the frequency
of what is better suited. Changes take place constantly, but usually they will not
manifest in measurable differences until the passing of eons. In later chapters, we

2.6 Darwin on Natural Selection

FIGURE 2.17 Plants and their
pollinators. Darwin discussed the
relationship between plants and the
insects that cross-fertilized them as
an example of how natural selec-
tion operates. Insects, such as the
bee seen here, may eat some of the
pollen produced by a plant, but

if they move enough pollen from
plant to plant, their actions may be
in the plant’s reproductive interests
as well.

49



50

Chapter 2 Early Evolutionary Ideas and Darwin's Insight

FIGURE 2.18 Experimental
evolution, circa 1880. The
device that William Dallinger
used to examine evolutionary
change in temperature tolerance
in protozoa over the course of his
7-year experiment. Adapted from
Dallinger (1887).

will see that Darwin underestimated the potential rate of evolutionary change in
some cases. Under certain conditions the effects of the process of natural selection—
particularly selection operating in species that reproduce very quickly—can be
detected and measured in a span of years or even less.

Even in Darwin’s day, researchers found that they could observe evolutionary
change on human timescales. From 1880 through 18806, clergyman, microscopist,
and Royal Society member William Dallinger conducted a 7-year experimental
evolution study in which he tracked changes in temperature tolerance in
communities of three protozoan species in which cells reproduced on average every
4 minutes (Dallinger 1887; Haas 2000).

Dallinger, encouraged by Darwin, who wrote to Dallinger that his work will “no
doubt . . . be extremely curious and valuable,” began by placing large populations
of his protozoan communities in an experimental device he built (Figure 2.18) and
setting the temperature at 16°C. Over time, he gradually raised the temperature.
Each time he did so, many cells died, unable to survive at the higher temperature.
But some cells, those with the highest thermal tolerance, survived. After the
experiment had been going on for 7 years, the cells in Dallinger’s experimental
device survived at temperatures in excess of 66°C. This adaptation to high
temperatures came at a cost—cells that could survive at 66°C died when exposed
to the 16°C in which their ancestors flourished.

Malthus and the Scope of Selection

Before his readers could accept the potency of evolutionary change, Darwin needed
them to reconsider their beliefs about survival in the natural world. To do this,
Darwin used an analogy. Just as selective breeders must discard numerous individuals
bearing undesirable traits in order for artificial selection to work, “nature” must
“discard” numerous individuals in order for natural selection to be effective. While
it may seem obvious to us, in Darwin’s time this concept ran against the prevailing
notion of an orderly, efficient, and harmonious operation of nature.

To persuade his readers that his mechanism of natural selection could shape the
natural world, Darwin first had to prove to them that nature was sufficiently “wasteful”
for selection to operate. That is, he needed to demonstrate to his readers that many
individuals did not survive to the age of reproduction, and of those that did, only a
fraction actually reproduced. To do this, Darwin drew on the ideas of Thomas Robert
Malthus (1766-1834), an English political economist and demographer.

Malthus noticed that human population, unless kept in check by war, famine,
disease, or other causes, grows geometrically in time (Malthus 1798). He contrasted
the geometric growth of unconstrained human populations with the growth of
food production, which he believed could increase at best arithmetically (Figure
2.19). As a result, Malthus argued that humans would inevitably outstrip the
available resources necessary to sustain themselves, and that population growth
would inevitably be checked by famine, war, disease, or other forces.

Darwin recognized that Malthus’ argumentapplies toanimal and plant populations
as well as to human populations. For animal and plant populations in nature, food
supply is usually not increasing at all, yet the power of reproduction would lead to
a geometric increase in population size if growth were not checked by a struggle
for existence. The difference between the potential growth and the maximum size
allowed by the food supply denotes the number of individuals lost in the struggle
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FIGURE 2.19 Malthus and population growth. Thomas Malthus argued that humans would
outstrip the available resources necessary to sustain themselves, leading to population growth
that would be checked by famine, war, and disease. Malthus’ writings were influential in helping
Darwin develop his ideas on natural selection. (A) Geometric population growth is shown in this
graph. If each mother produces two replacements for herself, a single mother at time 0 gives rise to
2 additional mothers after a single generation. There will then be 4 mothers after 2 generations, 8
after 3 generations, 16 after 4 generations, and so forth. (B) Malthus argued that the human popu-
lation was geometrically increasing (blue curve) and thus would inevitably outstrip its food supply
(red curve), which he believed to be arithmetically increasing.
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Transformational and Variational Time

Processes of Evolution

Darwin’s mechanism of evolutionary change differed radically from previous FIGURE 2.20 Darwin, Malthus,
. . . . . and natural selection. Darwin

concepts of evolution. Before Darwin, scientists had envisioned change as a adapted Malchus’ argument to

transformational process, in which the properties of an ensemble change because  natural populations of plants and

every member of the ensemble itself changes. For example, a mountain range  animals. The food supply curve (red)

becomes less rugged and more rounded over geological timescales because ezch 1S flatter here than in Figure 2.19.
In that figure, the food supply curve

individual peak itself becomes more rounded. also increased as a result of human
Lamarck’s theory of evolution was a transformational theory. According to  jnnovations in food production.
Lamarck, the properties of a lineage of organisms shift over time because of changes
that each member undergoes during its lifetime and then passes along to its
descendants. By contrast, Darwin’s theory of evolutionary change was a variational
one. In a variational process of evolution, the properties of an ensemble change,
not because the individual elements change, but rather because of the action of some
process sorting on preexisting variation within the ensemble (Levins and Lewontin
1987). For Darwin’s theory, that sorting process was the process of natural selection.
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FIGURE 2.21 Different
processes of change. In a
transformational process, the
ensemble changes because each
individual member changes. In a
variational process, the ensemble
changes because something sorts
among the variants in the original
ensemble. In this example, crushing
the soil particles is a transforma-
tional process—the ensemble shifts
toward smaller particles because the
individual particles are reduced in
size. Sifting the soil is a variational
process—the ensemble shifts toward
smaller particles because the larger
particles are sorted out.
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To see how such a sorting process operates, imagine sifting a bucket of soil
with particles ranging in size from fine sand to small pebbles. After sifting, the
soil particles remaining in the sifter will be considerably larger on average than
those in the original soil mixture. This is not because of any change on the part of
individual particles—no transformation in the size of soil particles has occurred—
but rather it is because the sifter has sorted the members of the ensemble according
to their characteristics (Figure 2.21).

This kind of sorting process is what takes place when we use artificial selection to
change the characteristics of a breed of animals or plants. And just as a pigeon breeder
sorts on variation when selecting breeding pairs so as to produce a snow-white pigeon,
the conditions of existence sort on variation within the members of species. Natural
selection favors those variants that survive and outreproduce other variants, while
passing on their characteristics to their offspring.

To arrive at his theory of evolution by natural selection, Darwin needed not
only to establish that the process of natural selection involves “wasteful” deaths
within populations but also to dispel the belief in an eternally unchanging world,
as discussed earlier in this chapter. To arrive at a specifically variational theory of
evolution, Darwin also had to reject the existing conception of nature that viewed
any variation as aberrant and unimportant, and instead place variation itself in the
forefront, as an absolute necessity for a sorting process without which variational
evolutionary change cannot occur.

KEYCONCEPT QUESTION

2.4 Robert bought a small iPod that held a small fraction of his full CD collection.

It seemed like too much trouble to select his favorite CDs, so he simply picked 50
of his discs at random and put them on the iPod. Each month, he deleted any of
the albums that he didn't listen to over the past month; he added new ones, again
selected randomly, in their place. At first, Robert thought the music on his iPod was
s0-s0, but after a year, he thought the music it contained was really great. Is this a
transformational or variational process of evolution? Explain.




2.7 Darwin on Common Ancestry

Thus far in the chapter, we have concentrated on the details of Darwin’s first
insight, the process of natural selection. We now turn to the second of Darwin’s
revolutionary insights, his answer to the question: Where do species come
from? Darwin correctly recognized that all living creatures derive from one or
a few common ancestors, and that new species are formed when populations of a
preexisting species diverge from one another.

The Tree of Life

In On the Origin of Species, Darwin explained that just as artificial selection can create
multiple new varieties from a single domesticated variety, natural selection can,
over time, generate multiple new species from a single ancestral species. Indeed,
Darwin conjectured that the vast diversity of species that we see throughout the
world has arisen from precisely this process.

Darwin’s explanation suggests that all living things are linked by a pattern of
descent dramatically different from that implied by either special creation—the
idea that each species was created in its current form by a supernatural deity—
or Lamarck’s theory of evolution (Figure 2.22). While these latter explanations
envision species as a set of independent organisms, Darwin’s theory links species
according to their historical pattern of descent.

Lamarck: independent progression Darwin: branching tree of life
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FIGURE 2.22 Darwin’s theory versus Lamarck’s theory. In Lamarck’s theory, species evolve
independently and in parallel; in Darwin’s theory, species are descended one from another to form a
branching tree of life.

2.7 Darwin on Common Ancestry

53



54

Chapter 2 Early Evolutionary Ideas and Darwin's Insight

e N 7 P
o of Al C o .17
W‘ - ;“'\:“rm

FIGURE 2.23 An early phylo-

genetic tree from Darwin. One
of Darwin’s first sketches of the

branching relationships among
species.

Darwin described the branching historical relationships among all living things
using the metaphor of a tree of life (Figure 2.23). His eloquent depiction of the
tree of life requires us to look at a lengthy quote, but this quotation is worth
reproducing because of the profound implications of the tree of life metaphor:

The affinities of all the beings of the same class have sometimes been represented by
a great tree. I believe this simile largely speaks the truth. The green and budding
twigs may represent existing species; and those produced during each former year
may represent the long succession of extinct species. . . . The limbs divided into great
branches, and these into lesser and lesser branches, were themselves once, when the tree
was small, budding twigs. . . . Of the many twigs which flourished when the tree was
a mere bush, only two or three, now grown into great branches, yet survive and bear all
the other branches; so with the species which lived during long-past geological periods,
very few now have living and modified descendants. From the first growth of the tree,
many a limb and branch has decayed and dropped off; and these lost branches of various
sizes may represent those whole orders, families, and genera which have now no living
representatives, and which are known to us only from having been found in a fossil
state. . . . As buds give rise by growth to fresh buds, and these, if vigorous, branch out
and overtop on all sides many a feebler branch, so by generation I believe it has been
with the great Tree of Life, which fills with its dead and broken branches the crust of
the earth, and covers the surface with its ever branching and beautiful ramifications.
(Darwin 1859, pp. 129-130)

Darwin recognized the enormous importance of the branching relationships
among species in this tree of life as a model for both life’s history and the patterns
of life’s diversity. He chose to include only a single figure in On the Origin of
Species, and this figure serves to illustrate the branching historical relationships
among all living things (Figure 2.24). Today, we refer to this type of figure as a
phylogenetic tree.

AL m e D E F ¢ T I Kk I

FIGURE 2.24 A phylogenetic tree from On the Origin of Species. Darwin included this dia-
gram as the sole figure in Oz the Origin of Species. It illustrates the pattern of branching relationships
among a number of initial populations (A—L) over vast periods of time (time moves forward as one
moves up the vertical axis, from I to XIV).



Groups within Groups

A major point supporting the hypothesis of common ancestry with branching
descent is that it explains hierarchical patterns of similarity that are observed
in nature. By hierarchical patterns of similarity, we mean something like this:
Different species of squirrels resemble each other more than they resemble any
species of deer. And different species of deer resemble each other more than they
resemble any species of squirrel. That is, species of squirrels c/uster together because
of their similarity to one another, and species of deer c/uster together. At a different
hierarchical level, species of squirrels and deer are more similar to one another
than either is to a species of frog. And so, at this hierarchical level, species of
squirrels and deer cluster together (as mammals), and species of frogs, toads, and
salamanders cluster together (as amphibians). Finally, squirrels, deer, frogs, and
toads are all more similar to one another (as vertebrates) than they are to species of
octopus or squid (invertebrates).

In On the Origin of Species, Darwin argues that branching descent explains this
hierarchical patterning seen in nature, writing that “the forms of life throughout
the universe become divided into groups subordinate to groups” (Darwin 1859,
p. 59). Neither special creation nor a theory such as Lamarck’s can explain these
groupings and subgroupings of organisms. But a process of branches dividing
and subdividing naturally gives rise to a hierarchical structure of relationships—
varieties nested within species within genera (a genus, the singular of genera, is a
taxonomic group, intermediate in scale between species and families), and so on up to
kingdoms. Indeed, the modern field of systematics—the naming and classification
of organisms—is based on the conceptual foundation of this hierarchical branching
structure. As we will see in further detail in Chapter 4, evolutionary systematists
aim to classify organisms into hierarchically arrayed groups, or clades, of organisms
that have descended from a common ancestor (Figure 2.25).

Darwin’s view of common descent provides an explanation not only for the
hierarchy of organisms now studied by systematists but also for the clustering of
species: “No naturalist pretends that all the species of a genus are equally distinct

A Clusters of species B Hierarchical patterns of similarity
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FIGURE 2.25 Branching descent, clustering, and hierarchy. Darwin’s view of branching
descent explains both the clustering of species in terms of similar form (A) and the hierarchical pat-
terns of similarity (B) that we can discern when studying groups of species. In panel B, some of the
different clades are shown in different colors, with the node representing the common ancestor of
that entire clade in the clade’s characteristic color.
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from each other,” Darwin told the reader of On the Origin of Species (Darwin 1859,
p- 57). That is, we expect to see clusters at many levels, including that of the genus.
Darwin reasoned that this clustering arose as a result of common ancestry. Groups
of closely related species share common characteristics, in large part because they
share a recent common ancestor.

Common Descent and Biogeography

Both Wallace and Darwin traveled extensively across the globe, and in doing so,
both were struck by the strong patterns that they observed in the geographic
distribution of nature’s diversity. In his 1855 paper that preceded Darwin’s On the
Origin of Species by 4 years, Wallace noted that living species tend to be similar to
other species that are geographically nearby, and that species from the fossil record
tend to be most similar to species that lived around the same time. In other words,
species that closely resemble one another tend to be closely clustered in time and
space, and from this observation Wallace proposed that “Every species has come
into existence coincident both in space and time with a pre-existing closely allied
species” (Wallace 1855, p. 186).

Wallace recognized that this pattern of descent—new species coming into
existence from previous species—implies the branching system of phylogenetic
relationships that we have described in detail earlier in this section. Like Darwin,
Wallace proposed a tree metaphor in which groupings of species form a “complicated
branching of the lines of affinity, as intricate as the twigs of a gnarled oak or the
vascular system of the human body” (Wallace 1855, p. 187).

Darwin came to similar conclusions about the causes for groupings of
species based on similar evidence. In On the Origin of Species, Darwin notes that
similarities in “conditions of existence”—climate and physical conditions, for
example—are insufficient to explain the geographic clustering of similar, closely
related species. Instead, he thought that geographic features seemed to play an
important role. He described the following pattern: Species separated by major
geographic barriers to migration—mountain ranges, deserts, or large bodies of
water—tend to be dissimilar even when the climate and physical conditions are
similar on each side of the divide. Adjacent species that are not separated by
geographic barriers tend to be similar to one another despite major differences in
climate and habitat.

Darwin found some examples that seemed to violate the tenet that species
separated by major geographic barriers to migration tended to be dissimilar, and
he wanted to understand why. For example, while on the Beagle Darwin took note
of how similar plants on mainland South America were to those on nearby islands.
But the ocean separated the mainland and islands, and plants can’t swim. The
ocean, then, should be a major geographic barrier, and plants on the mainland and
island should not be all that similar. The solution, Darwin posited, was that while
the ocean can be a major geographic barrier to plant dispersal, in this case it was
not, because seeds could survive in salt water and be transported by ocean currents
to islands. Darwin even ran a series of experiments in which he tested whether
seeds soaked in salt water survived to germinate, and found that they did (Darwin
1855a,b, 1857). Darwin also hypothesized that bivalves from the South American
mainland might be transported to the islands when adhering to the mud-soaked



feet of ducks, and evidence he had gathered from other friends suggested they
might (Darwin 1882). Species separated by true geographic barriers to migration
do tend to be dissimilar, but Darwin discovered that one must be very careful
about what constitutes a true geographic barrier.

These geographic correlations supported Darwin’s theory that each species arises
only a single time in a single place, by descent with modification
from a closely related species. Darwin then proposed the grandest  p
uniformitarian extrapolation in the history of science. From these |
patterns he observed among groups of related species, Darwin
hypothesized that in fact all living things have descended, with
modification, from one or a few common ancestors. If so, all living
things—plants, protozoa, humans, birds, insects, and every other
life-form—share a common origin. In the next few chapters, we
will explore the overwhelming weight of evidence that has since
accumulated in support of Darwin’s conclusion. But first, we will
consider some of the problems with his theory of descent with
modification that troubled Darwin in his lifetime.

2.8 Problems with Darwin’s Theory

In science, no grand theory is without its problems, especially
in its early stages. The important issue is whether scientists
acknowledge such problems and generates new hypotheses or
simply ignores any inconsistencies. In On the Origin of Species,
Darwin was not afraid to discuss many of the problems associated
with his theory of evolution by natural selection.

Here we briefly touch on three of the major challenges that
Darwin faced, and we provide pointers to where we will discuss
some of these problems in greater detail in later chapters.
Although not all of these challenges were resolved within
Darwin’s lifetime, today we have a good understanding of how
to account for each of them. In Chapters 6 and 7, we will also
show how another challenge Darwin faced—understanding how
inheritance operated—was finally resolved.

Problem 1: Accounting for Complex Structures
with Multiple Intricate Parts

Darwin generally portrayed natural selection as a slow process
acting on very small differences between individuals. It is relatively
straightforward to see how this process could lead to gradual
adjustments in the thickness of an otter’s fur or the length of a badger’s forelimb.
But how might natural selection operate as a genuinely creative process? How might
it generate complex structures such as the eye, the mammary gland, or the instincts
needed to construct the hexagonal cells of a honeycomb (Figure 2.26)?

Darwin’s critics seized on this issue. If natural selection operates by gradual
increments, they reasoned, the eye must be preceded by a quarter of an eye, then half
of an eye, and so forth—and what good is half of an eye? These critics argued that

2.8 Problems with Darwin’s Theory

FIGURE 2.26 Complex

traits. One of the challenges that
Darwin faced was to explain how
natural selection could create com-
plex traits such as (A) the vertebrate
eye, (B) the mammary gland, or (C)
the ability to construct the hexago-
nal cells of a honeycomb.
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complex traits would have no selective value until fully formed, and thus natural
selection would not favor the intermediate steps necessary along the way. Darwin
responded to this challenge with confidence; we will explore his explanation in
depth in Chapter 3.

Problem 2: Explaining Traits and Organs
of Seemingly Little Importance

At the opposite extreme, Darwin wondered how his theory could explain traits
that appear to lack any biological function. If a trait does not contribute to survival
and/or reproductive success, it will not be favored by natural selection, and yet it
seemed as though such traits existed. Snakes have “limb buds” that appear to have
no function, ruminants have incisor teeth that never break through their gums,
and so on. How can these things be explained? We explore the answers in Chapter
4 (where we treat vestigial traits) and Chapter 8 (where we consider the neutral
theory of evolution).

Problem 3: Why Does Variation Persist
in the Face of Natural Selection?

As we saw earlier in this chapter, Darwin’s theory relied on a variational process of
evolution rather than a transformational one. This posed a problem: In order for
natural selection to operate, it must have variation to sort on—but the action of
natural selection itself reduces the amount of variation in a population as less-fit
variants are eliminated from that population. Thus, the fire of natural selection
threatens to consume the variation that fuels it. How can we explain the persistence
of variation? Why doesn’t evolution just come to a halt as variation is exhausted?

Adding to the scope of the problem, when Darwin wrote O the Origin of Species,
biologists did not understand the basic principles of heredity. Mendel’s laws were
not known to Darwin; instead, like most of his contemporaries, Darwin envisioned
inheritance as a blending of the hereditary elements from each parent. Such a
blending process also consumes variation. In Chapters 6 and 7, we will explore the
sources of new variation, and in Chapter 9, we will see how scientists in the early
part of the twentieth century reconciled the process of inheritance with Darwin’s
ideas about natural selection.

2.9 The Reaction to Darwin and Early
History of the Modern Synthesis

While various religious leaders challenged almost all of the major conclusions that
Darwin presented in On the Origin of Species, the scientific community exhibited
a more mixed reaction (Mayr 1982). Early on, for example, British scientists
almost universally embraced Darwin’s ideas on common ancestry, but many were
unconvinced that the primary force generating evolutionary change was natural
selection. That is, they accepted that evolutionary change, rather than special
acts of creation, explained the world that we see around us, but they rejected
the idea that the primary force generating evolutionary change was natural
selection. A few British naturalists, including Alfred Russel Wallace, Henry



2.9 The Reaction to Darwin and Early History of the Modern Synthesis

Walter Bates (1825-1892), and Joseph Dalton Hooker (1817-1911), thought
that natural selection was important in driving evolutionary change, but many
early evolutionary biologists disagreed (Glick 1974).

In the 1880s, experimental work—primarily that of German geneticist and
evolutionary biologist August Weismann (1834—1914), who demonstrated that
traits acquired during the lifecime of an organism could not be inherited—dealt
a death blow to previous theories of Lamarckian inheritance. Scientists were left
with only two possible mechanisms of evolution. The processes were either natural
selection acting in a slow and methodological way on small genetic differences
or saltationism; that is, “evolution via large, sudden changes from the existing
norm” (Mayr 1982).

In his now-famous experiments of the 1850s and 1860s, Augustinian monk,
plant breeder, and biologist Gregor Mendel (1822—-1884) found that inherited
factors that form the basis of traits come from both parents. His work on pea plants
demonstrated that each parent plant has two copies of each gene, and that the two
gene copies separate with equal probability into gametes (eggs, sperm, pollen, and
so on). In Chapter 6, we will discuss Mendel’s experiments in more detail.

Mendel’s results remained virtually unnoticed until 1900, when three scientists
(Hugo de Vries, Carl Correns, and Eric von Tschermak) independently rediscovered
his work and made it available to the scientific world. Biologists began to explore
how natural selection might operate when inherited material operated as Mendel
suggested.

At that time, evolutionary biologists fell into one of two camps. On one
side were the Mendelians, who viewed evolution as a saltational process. These
scientists primarily worked in the lab, were trained more as physical than as
biological scientists, and thought that the continuous variation in so many
traits seen in nature was not primarily genetic in origin. This was because the
Mendelian camp’s original interpretation of Mendel’s work allowed for discrete
variation—for example, tall versus short—but not continuous variation in traits.
In the other camp were the biometricians, including the English geneticist
and statistician Karl Pearson (1857-1936). The biometricians were impressed
by the amount of continuous variation—that is, extremely fine gradations of
difference—that they saw all around them and thought natural selection was a
slow, gradual process.

The differences between the Mendelians and the biometricians began to dissolve
with experimental work in the 1930s and 1940s in what came to be called the
modern synthesis, or the evolutionary synthesis. This synthesis included
experimental work in genetics demonstrating that:

= Genes are passed on from parents to offspring in an intact form, even if
they are not expressed in the offspring’s phenotype. That is, genes are
particulate: they don’t “blend” with other genes.

= One source of genetic variation is mutation.

= Genetic variants that generate large and small phenotypic differences
are not qualitatively different from one another—the effects of large
differences may be more pronounced, but genetic variation is generated
and inherited in similar ways in both cases.

= Not all genetic mutations are harmful, so positive changes can accrue over
time—either slowly or in some cases more rapidly.
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= Sexual reproduction is an important contributor to the production of
massive amounts of genetic variation.

= Some traits are the result of the interaction of numerous genes, while
some genes can affect more than one trait, helping to explain the
evolution of complex traits without necessarily assuming some saltational
(that is, large and sudden) change.

= Many (but not all) changes in the genotype affect the phenotype.
Variation in the phenotype is the raw material for natural selection.

We discuss each of these points in more depth in later chapters, but for now,
what we wish to emphasize is that this work demonstrated that there was no
conflict between what was being found in the new, burgeoning field of genetics
and Darwin’s idea that evolutionary change was primarily a slow process, driven by
natural selection. Another crucial ingredient of the modern synthesis was the work
of mathematical population geneticists such as Sir Ronald A. Fisher (1890-1962),
Sewall Wright (1889-1988), and J. B. S. Haldane (1892-1964), who developed
mathematically sophisticated models of how evolutionary processes lead to changes
in gene frequencies and how changes in gene frequencies map onto changes in the
phenotypes of organisms (Chapters 7-9).

The modern synthesis represented the collected efforts of systematists, geneticists,
paleontologists, population biologists, population geneticists, and naturalists.
Although often associated with the publication of British biologist Julian Huxley’s
(1887-1975) book, Evolution: The Modern Synthesis, this synthesis was not so much
an event per se, but the result of a gradual accumulation of information that
melded together to shape biology at the time (Huxley 1942). In addition to the
work listed earlier, this synthesis involved a combination of theoretical models and
experimental manipulations, like that of German-American evolutionary biologist
and ornithologist Ernst Mayr’s (1904-2005) pathbreaking work on the process of
speciation and its relationship to systematics (classifying organisms) (Mayr 1942).
In essence, the evolutionary approach provided a framework for understanding
both the fit of organisms to their environment and the diversity and history of
life. We will discuss the major findings of the evolutionary synthesis in many
subsequent chapters.

We have seen that midway into the nineteenth century, thinkers began to
develop mechanistic, rather than supernatural, explanations for the world around
them, and science as a whole began to center on experimentation, data gathering,
and hypothesis testing. Theories in geology had created a sense of deep time and
gradual, versus catastrophic, changes. Robert Chambers and others had suggested
that new species might arise from existing species, Jean-Baptiste Lamarck
had hypothesized that there were generational adaptations to environmental needs,
and Patrick Matthew had presented a preliminary theory of natural selection. It
was in this context that Charles Darwin developed his ideas. Having laid out both
the basic elements of Darwin’s theory and the problems facing that theory, we
are now in a good position to examine the components of evolutionary change in
subsequent chapters.
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SUMMARY

1. Critical changes that set the stage for Darwin and Wallace 4. Darwin prepared his readers for his revolutionary ideas

to come up with their ideas on evolutionary change and
natural selection included the shift from supernatural to
natural explanations, the move from catastrophism to
uniformitarianism, the use of logic and pure reason, the
acceptance that the world—both the biotic and abiotic
worlds—was constantly changing, and the rejection of
the idea that life formed by spontaneous generation.

. Scientists sought mechanistic rather than supernatural
explanations for the features of the physical world; they
valued experimentation, data gathering, and hypothesis
testing.

. Lyell’s ideas in geology created a sense of deep time,
Robert Chambers and others proposed that new spe-
cies arose from existing species, Jean-Baptiste Lamarck

on natural selection by introducing them to the artificial
selection programs that breeders had long used.

. Darwin’s ideas on natural selection put variation at

the forefront of evolutionary change. In this way, they
differed dramatically from the transformational evolu-
tionary changes that Lamarck had suggested at the start
of the nineteenth century.

. Darwin had two great insights: (1) natural selection

occurs because populations are variable and because some
individuals are more successful than others at surviving
and reproducing in their environment, and (2) all species
have descended from one or a few common ancestors; spe-
cies that share a recent common ancestor tend to resem-
ble one another in many respects for the very reason that

hypothesized generational adaptations to environmental they share recent common ancestry.

needs, and Patrick Matthew presented a preliminary the-
ory of natural selection.

KEY TERMS

catastrophism (p. 34)

methodological naturalism (p. 32) struggle for existence (p. 37)

evolutionary synthesis (p. 59) modern synthesis (p. 59) systematics (p. 55)

experimental evolution (p. 50) natural history (p. 36) transformational process

(. 51)

uniformitarianism (p. 34)

hypothesis (p. 32) population (p. 38)
inheritance of acquired

characteristics (p. 39)

saltationism (p. 59)

spontaneous generation (p. 36) variational process (p. 51)

REVIEW QUESTIONS

1. What is methodological naturalism? Why is it an impor-
tant foundation for science?

3. How did Lyell’s uniformitarianism help set the stage for
Darwin’s ideas on evolution by natural selection?

4. In the Middle Ages, what did people believe about the
age of Earth? What evidence led to this conclusion?

2. How did the discovery of fossils by the ancient Greeks
help lead to the view that the world changes over time?
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KEY CONCEPT APPLICATION QUESTIONS

12.

13.

14.

. Define spontaneous generation. Why did early observa-

tions of bacteria and fungi using microscopes delay the
abandonment of the idea of spontaneous generation?

What do evolutionary biologists mean by the inheritance
of acquired characteristics?

. What are Darwin’s “two great laws”?

. What are the two most important differences between

artificial selection and natural selection?

Why do you think the discovery that species go extinct
was important for the development of evolutionary ideas?

Sarah bought herself a cheap turntable and a stack of her
favorite records on vinyl. Unfortunately, each time she
played a record, the poor-quality phonographic needle
scratched and wore down the record, so that after a year,
her music collection didn’t sound nearly as good as when
she first bought it. Is this a transformational or varia-
tional process of evolution? Explain.

It is well known that many lizard species have evolved the
ability to detach their tails as a mechanism of escaping
from the grasp of predators. In his Natural History, Pliny
the Elder (2379 C.E.) spins a similar tale about beavers
(Healy 1991). He reports that beavers castrated themselves
in order to escape hunters who pursued them for their tes-
ticles, which could be used to produce an analgesic medi-
cation (Book 8, Chapter 47). Borrowing from Pliny, the
Roman author Claudius Aelianus (ca. 175—ca. 235 C.E.)

9.

10.

11.

What did Wallace conclude from the observation that
“Every species has come into existence coincident in both
space and time with a pre-existing closely allied species”?

Within the context of evolutionary biology, what is the
difference between transformational and variational pro-
cesses?

Explain why the linear hierarchy of Aristotle’s sczla natu-
rae is incompatible with Darwin’s phylogenetic view of
biological diversity.

15.

describes this behavior in detail in his encyclopedic series
On the Nature of Animals (Johnson 1997). When pursued
by hunters, he writes, the beaver “puts down its head and
with its teeth cuts off its testicles and throws them in
their path, as a prudent man who, falling into the hands
of robbers, sacrifices all that he is carrying, to save his life,
and forfeits his possessions by way of ransom.” Of course,
beavers do not actually do anything of the sort. Explain
why Darwin would have considered it reasonable that liz-
ards should drop their tails, but implausible that beavers
should self-castrate even to spare their own lives.

Many British readers in the 1850s were familiar with
the sorts of breeding programs that were used to produce
dog varieties, and Victorian Englishmen and English-
women were fascinated with pigeon breeding. Given
this, why was it such a brilliant strategy for Darwin to
open On the Origin of Species with a discussion of artificial
selection?
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Natural Selection

3.1 The Components of Natural
Selection

3.2 Adaptations
3.3 Natural Selection in the Field

3.4 Natural Selection in the
Laboratory

3.5 Origin of Complex Traits

3.6 Constraints on What Natural
Selection Can Achieve

< A katydid (Tettigoniidae species)
beautifully matches the leaf on which it sits
in Borneo.

roughts can devastate human populations—crops fail,
people lack drinking water, livestock starve. But the sudden, dramatic changes
to environment that droughts create can also provide unique opportunities
to test hypotheses generated in the natural sciences, including evolutionary
biology. Let us take a look at an example.

Southern California is accustomed to fluctuations in rainfall because of El
Nifio cycles, but from 2000 to 2004 the area was hit by a severe drought—
even by Southern California standards. The droughts were so intense that the
governor of California declared a state of emergency each year from 2000 to
2004. The drought hit animals hard. But animals are mobile, and they have
the ability to respond with flexible behaviors. They can search out cooler,
wetter refuges, for example. Plants can’t.

One species hit hard by this California drought was the mustard plant,
Brassica rapa. In B. rapa, the growing season normally runs through late
spring, until rainfall tapers off. But the 2000-2004 drought dramatically
shortened the growing season in Southern California, in particular by
reducing the amount of rainfall toward the end of the usual growing season.
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So, what does evolutionary theory predict the response to intense drought should
be in plants such as B. rapa?

Evolutionary theory predicts that in such scenarios, natural selection should
favor plants that flower earlier in their abbreviated growing seasons (Inouye 2008;
Miller-Rushing and Primack 2008). It predicts this shift in flowering time because
such a strategy should increase the reproductive success of plants that flower early
compared to that of plants that flower later. Steve Franks and his colleagues put
this theory to the test using an ingenious experimental approach (Franks et al.
2007; Franks and Weis 2008, 2009; Franks 2011).

Franks and his colleagues wanted to test the hypothesis that postdrought
B. rapa plants flowered earlier than predrought B. rapa plants of the same
regional populations. It sounds simple enough in principle, but how could
they do this? Obtaining postdrought plants was easy enough—the researchers
simply went out to the field in late 2004 and collected them. But all plants
from predrought years were long gone—how could they compare the flowering
times of postdrought plants to those of plants present before 2000 but long
since gone?

The researchers’ solution to the problem of how to compare predrought and
postdrought populations tells us something about the importance of long-term
studies and the collection of specimens in evolution and ecology. To gain a deep
understanding of their system, Franks and his team had studied this population
of B. rapa for many years, and they had collected seeds in 1997, just a few years
before the drought (Franks et al. 2008). Because they had this foresight, they
could directly compare predrought and postdrought seed stocks. But first they
had to surmount one hurdle: The 1997 seeds were older than the 2004 seeds,
and seed age might influence other aspects of the plants’ physiology. To control
for differences in age of the 1997 and 2004 seeds, they grew adult plants from
each seed stock and crossed those plants. In this way they obtained a supply of
fresh seeds from 1997 parents and a separate supply of fresh seeds from 2004
parents. They then grew seeds under similar conditions and tested whether natural
selection had affected flowering times as they predicted. They found that plants
derived from the seeds of the 2004 parents flowered earlier, on average, than plants
derived from the seeds of the 1997 parents (Figure 3.1). As predicted, flowering
times had shortened from 1997 to 2004 as a result of natural selection imposed
by the drought.

The process of natural selection has played an essential role in driving the endless
modifications that lead to the biological diversity of the living world. We have
discussed this process in general terms, but we are now ready for a more detailed
exploration of natural selection. We are also ready to move from Darwin’s discoveries
to the specific manifestation of his theory in contemporary evolutionary biology.

In this chapter, we will examine the following questions:

What are the components of natural selection?
® What is an adaptation, and how do we study adaptations?
= How can natural selection be examined in the wild and in the laboratory?

= How do complex traits originate?

Why are there constraints on natural selection, and what are these
constraints?
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FIGURE 3.1 A prolonged drought alters flowering time. Descendant populations of Brassica
rapa from after the intense 2000—2004 drought flowered much earlier in the season than those
from predrought (ancestral) populations. Hybrids—crosses between the ancestral and descendant
populations—show intermediate values. Here the data are represented as box and whisker plots: In
each, the central line represents median flowering time, and the shaded areas denote the 25th to
75th percentiles. Adapted from Franks et al. (2007).

3.1 The Components of Natural Selection

People tend to assume that important ideas must be complex, complicated,
and difficult to comprehend—because of the very fact that they are considered
important. This is not necessarily true. Natural selection, the primary process
responsible for generating the exceptional diversity and complexity of all living
forms, is in fact, conceptually, a very simple idea.

Natural selection is the inevitable consequence of three conditions (Figure 3.2):

1. Variation. Individuals in a population differ from one another.

2. Inheritance. Some of these differences are transmitted from parent to
offspring.

3. Differential reproductive success. Individuals with certain traits are
more successful than others at surviving and reproducing in their
environment.

We will explore variation, inheritance, and differential reproductive success in
detail later in this section, but before we do, let’s examine why each is necessary
and how together they lead to evolution by natural selection. In so doing, we
should keep four points in mind.

First, mutation is one of the major sources generating the variation on which
natural selection acts. While some mutations may be favored by natural selection,
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FIGURE 3.2 The three
components of natural selection.
Evolution by natural selection
occurs when there is variation,
inheritance, and differential
reproductive success among
individuals in a population.
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The result: Evolution by natural selection. The proportion of different
color variants in the beetle population changes over time

mutations occzr at random with respect to the needs of the organism, independently
of whether or not they would be favored by natural selection. We explore this point
in greater depth in Chapter 6.

Second, when evolutionary biologists study the process of natural selection, they
typically focus on how some #air of interest changes or remains constant over time.
Researchers can study many different kinds of traits. They often examine a physical
characteristic of an organism; for example, the color of a bird’s plumage, the shape
of a mammal’s tooth, or the structure of a plant’s flower. Other times, researchers
study behavioral traits, such as the elaborate dance of a lyrebird or the predator-
avoidance behavior of the sea slug Tritonia. Sometimes the trait will simply be a
genetic character: Which sequence of some particular gene does an individual have
or how many chromosomes does a species of grass have? Irrespective of the type of
trait, most studies of natural selection begin by specifying which trait or traits are
to be considered.

Third, natural selection is a process by which the characteristics of a population—
not those of an individual—change over time. When we study natural selection,
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FIGURE 3.3 Phenotype depends on the effects of both genotype and environment. Here we
see how the height of a yarrow plant (Achillea millefolinm) depends on its genotype and the altitude
at which it is raised, as shown by populations of yarrow plants grown in gardens at three sites that
were at different altitudes: high, medium, and low elevation. For example, the green screen behind
the plants of genotype 1 shows that these plants grow tall at high and low elevations but are short
at medium elevation. The blue screen behind the plants of genotype 4 shows that these plants
respond very differently to elevation. This genotype grows tallest at medium elevation and shorter
at high and low elevations. Adapted from Clausen et al. (1940, 1948).

we will typically do so with reference to one or more specified populations of
individuals. Thus in the study of natural selection, traits are usually the object of
explanation, and populations are the level of analysis.

Fourth, natural selection does not directly sort on genotypic differences, but rather it
sorts on phenotypic differences—the expression of genotypes—among the individuals
in a population. Thus, to understand natural selection, we have to understand how the
interplay between genotype and environment determines the phenotype. The key here
is that a gene by itself does not code for a trait, but rather a gene codes for a trait 7z the
context of a particular set of environmental conditions. For example, Figure 3.3 illustrates
the way that elevation and genotype interact to determine the height of individuals in
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FIGURE 3.4 Norm of reaction
curves. In the weedy annual plant
Persicaria maculosa (A), the total
number of leaves (B) and the mean
leaf area (C) depend on the light
intensity—ranging from full shade
to full direct sunlight—that the
plant experiences. Each curve for
one specific genotype is called a
norm of reaction. Here we see the
norms of reaction for 10 different
genotypes (each a different color),
under light intensities of 8%, 37 %,
and 100% of available sunlight.
Thus, the genotypes do not code
for a fixed number of leaves or a
fixed average leaf size, but rather
for a number and size of leaves that
depend on the intensity of light to
which the plant is exposed. Panels
B and C adapted from Sultan and
Bazzaz (1993).
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different populations of a yarrow plant (Achillea millefolinm). In most cases, a genotype
does not lead to the production of a single phenotype, but rather produces what we
call a norm of reaction. Each column in Figure 3.3 gives us the information we need
to construct a norm of reaction for one particular genotype. For example, the column
with green shading shows how the heights of plants of genotype 1 depend on the
elevations at which they are grown. Genotype 1 doesn’t just produce “tall” or “short”
plants. Rather, genotype 1 specifies the norm of reaction “tall at low and high elevations,
short at medium elevation.” Norms of reaction are often represented as functions or
curves, as illustrated in Figure 3.4. Each genotype is represented by a single curve,
showing how expression of a genotype depends on the environmental conditions.
Environmental conditions are shown on the x axis, and phenotypes are shown on the
y axis. Such norms of reaction can be quite complex, with a given genotype producing
different phenotypes across an environmental gradient, such as an altitudinal gradient.

Natural Selection and Coat Color in the Oldfield Mouse

With these points in mind, let’s now work through an example of how evolutionary
biologists study the process of natural selection. We will focus on an elegant set
of studies by Hopi Hoekstra and her colleagues that examines natural selection on
coat color in populations of the oldfield mouse, Peromyscus polionotus. This species
of small mouse, native to the American Southeast, suffers considerable mortality
from predators that hunt visually, such as owls.

Throughout most of its range, P. polionotus individuals are uniformly dark in
coloration. But on Santa Rosa Island off the Gulf coast of northern Florida, and
along the nearby beaches and barrier islands, these mice often have a much lighter
coat color. In this subsection, we will evaluate a number of experiments designed
to test the hypothesis that natural selection favors a match between coat color
and environmental background, favoring light coat color in the coastal dune
populations that live on light sand and dark coat color in inland populations that
live in more vegetated environments (Figure 3.5).
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Now that we have specified our trait of interest—coat color—and our populations
of interest—dune and inland populations—we can study the process of natural

selection by examining variation, heritability, and fitness in the oldfield mouse.

Variation

As we learned in the previous chapter, natural selection is a variational process,
in which the properties of the members of a population change over time as a
consequence of a sorting process. Thus, natural selection requires as raw material
some variation in the trait under investigation. Without variation in a population,
there is nothing for natural selection to select. If, for example, all mice had identically
colored coats, natural selection with respect to coat color could not occur.

For a readily observable trait such as coat color, we can easily determine whether
the first condition for natural selection—the presence of variation—is satisfied.
Hoekstra and her colleagues observed considerable phenotypic variation in coat
color within populations (Mullen et al. 2009), and they also uncovered substantial
genetic variation at the McIR (melanocortin-1 receptor) locus associated with coat
color. The variation in coat coloration is even more striking berween populations, as
illustrated in Figure 3.6. Although we do not currently see this wide a range of
variation within any given population, the between-population variation present
gives us a sense of the possible range of genetic variation in this species.

Heredity

Phenotypes result from the interplay of genes and environment. Thus, variation
in phenotype can arise through variation in genes alone, variation in environment
alone, or through a combination of both. In principle then, variation in coat color
could result from genetic differences, from environmental differences such as
differences in diets or in exposure to sunlight, or from some combination of these
factors. Although almost any trait we might study shows both environmental and
genetic variation, natural selection can operate only if there is a genetic component
to variation.

FIGURE 3.5 Coat color variation
in mice. Two color variants of
Peromyscus polionotus: (A) the darker
inland form, and (B) the lighter
beach-dwelling form.
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FIGURE 3.6 Variation in coat color and genotypes at the Mc1R locus. Peromyscus polionotus
exhibits extensive coat color variation across localities in Florida. Red areas indicate the distribution
of beach populations; gray areas denote the distribution of inland populations. Characteristic
phenotypes for each population are indicated by the coat coloration sketches, but coat color varies
within populations as well. The pie charts indicate that the Perdido Key, Santa Rosa Island,
Choctawhatchee, and St. Andrew’s beach mouse populations had more than a single variant of the
MCcIR locus associated with coat coloration. All populations shown here are considered part of a
single species—Peromyscus polionotus. Adapted from Hoekstra et al. (2006) by permission of AAAS.

As we mentioned previously, at the time that he wrote On the Origin of Species,
Charles Darwin knew almost nothing of the mechanistic biology behind the
hereditary factors that we now call genes, but the resemblance between parents and
offspring was critical for Darwin, because the process of natural selection requires
inberitance. Without inheritance, any fitness differences among the varieties of a
trait would not result in different frequencies of the trait varieties in the next
generation. In the P. polionotus example, selection requires inheritance to alter
coat color in our mouse population. To see why, imagine that dark-colored mice
produce five offspring on average, and light-colored mice produce 10 offspring on
average. If the offspring don’t resemble their parents with respect to coat color,
the dark parents will be no more likely to produce dark offspring than will the
light parents, and vice versa. Any consequences of differing reproductive success
between coat colors are lost once the parents produce new offspring.

What does it take for trait variants to be inherited? Usually, inheritance in
biological evolution occurs when some of the variation in the trait of interest
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arises from genetic variation. Most traits that vary do so, at least in part, because
of underlying genetic variation. Consequently, almost all traits in natural
populations meet the prerequisite for inheritance (Darwin 1868; Endler 1986;
Clark and Ehlinger 1987; Mousseau et al. 1999). Indeed, numerous studies from
evolutionary biology, population genetics, and animal behavior suggest that many
of the traits that in principle could be acted on by natural selection—Dbe they
morphological or behavioral—are at least partially inherited from parents by their
offspring (Mousseau and Roff 1987; Price and Schulter 1991; Weigensberg and
Roff 1996; Hoffmann 1999).

How can evolutionary biologists show that variation in a trait is inherited?
The most direct way is to identify the gene or genes responsible for this variation.
In the case of the oldfield mouse, Hoekstra and her colleagues have identified
several genes that are responsible for much of the coat color variation in P. polionotus
(Hoekstra et al. 2006; Steiner et al. 2007). We will consider two of these
genes here.

The first of these genes is the melanocortin-1 receptor gene (McIR), which
produces a protein known to influence coat color in many species of mammals, as
well as plumage color in many species of birds. McIR functions as a critical part of
a genetic switch that controls the type of pigment that is created and incorporated
into hair or feathers (Kronforst et al. 2012). Depending on the environment and
the interaction with other genes, this one gene switches back and forth between
producing a dark pigment, known as exmelanin, or a light yellow pigment, known
as phacomelanin (Barsh 1996). When a protein called alpha melanocyte-stimulating
hormone (a-MSH) is present, it binds to the MclR transmembrane receptor,
initiating a signaling pathway that triggers the production of eumelanin. When
the Mc1R receptor is not bound by a-MSH, phaeomelanin is produced instead
(Figure 3.7A, B).

Hoekstra and her colleagues have documented a single mutation in the McIR
gene in many of the beach populations of P. polionotus that dwell along the Gulf
coast of Florida, where oldfield mice have light coat color (Hoekstra et al. 20006).
This mutation changes the amino acid sequence of the Mc1R protein, reducing
the ability of that protein to bind -MSH. The consequence is reduced eumelanin
production, resulting in a lighter coat color (Figure 3.7C). Phylogenetic analysis
suggests that this mutation occurred before islands were colonized by beach mouse
populations (Domingues et al. 2012) (Figure 3.8).

A mutation in the McIR gene is not the only way that lighter coat color can be
produced. The second major gene involved in coat color is called Agouti. This gene’s
product is a protein called the agouti signaling protein (ASP). ASP competes with
o-MSH to bind to the Mc1R receptor; when it does so, it blocks the eumelanin
pathway and the cell instead produces phaeomelanin (Figure 3.7D). Hoekstra
and her colleagues found that beach mice typically carry a recently evolved
form of the Agouti allele that contributes to their lighter coat color (Hoekstra
et al. 20006).

Hoekstra and her colleagues measured the expression level of Agouti using
quantitative polymerase chain reaction (QPCR), a technique that allows researchers
to determine not only the presence of an allele in a tissue sample but also the
level of expression—that is, the concentration of messenger RNA molecules for
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FIGURE 3.7 Genetics of coat color determination in mice. The protein Mc1R acts as a genetic
switch, determining whether dark eumelanin or light phaeomelanin is produced. (A) When the
McIR receptor binds a-MSH, it triggers eumelanin production. (B) When a-MSH is absent,
phaeomelanin is produced instead. Two different mutations prevent -MSH from binding to the
Mc1R receptor: (C) A mutation to the Mc1R receptor results in a nonfunctional binding site, and
(D) a mutation in the regulatory region of the Agouti gene increases the expression of a protein
known as agouti signaling protein (ASP). This protein competes with a-MSH for the Mc1R
binding site and thus inhibits eumelanin production.

the allele—in that tissue. They found that, in the mice with the Agoxt; mutation
that generates light coat color, the Agouti gene was more highly expressed.
This presumably leads to a greater concentration of ASP, leading to a lighter
coat. Hoekstra and her team have also used what is known as “next generation
sequencing” to identify the specific regions of the Agouti gene responsible for
light coloration on different parts of the body in oldfield mice and in deer mice
(Peromyscus maniculatus) that inhabit the Sand Hills of Nebraska (Manceau et al.
2011; Linnen et al. 2013).
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FIGURE 3.8 Phylogeny of oldfield mouse populations. Genomic data from the McIR locus, as
well as from other areas in the genome of oldfield mice, allows researchers to reconstruct colonization
events for beach mice. All beach populations form a single clade (shaded in orange) and share a
derived “light-colored” McIR allele. Subsequent analysis found that colonization of beaches took place
in a single event approximately 3000 years ago and that the “light-colored” McIR allele originated
before the colonization event. Beach populations are shown as triangles. Inland populations are shown
as circles. P. maniculatus is the closely related deer mouse, Peronvyscus maniculatus. ABM, Alabama
beach mice; PKBM, Perdido Key beach mice; SRIBM, Santa Rosa Island beach mice; CBM,
Choctawhatchee beach mice; SABM, St. Andrews beach mice. From Domingues et al. (2012).

Genetic variation alone, however, is not sufficient to allow the process of natural
selection to operate. The genetic variation must also correlate with differential
reproductive success: genetic variation must have fitness consequences.
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Fitness Consequences

While the term fitness has the everyday implication of something that is well
matched—or fir—to its circumstances of life, the formal definition in evolutionary
biology pertains to reproductive success. The fitness of a trait or allele is defined
as the expected reproductive success of an individual who has that trait or allele
relative to other members of the population. So, when we speak of fitness here,
we are referring to the differential effect of the trait on the expected reproductive
success of an individual relative to other individuals in its population (Fisher
1958; Williams 1966; Clutton-Brock 1988; Reeve and Sherman 1993). In many
instances, it will be apparent that a trait has an effect on fitness; in the case of the
mouse P. polionotus, we will see in a moment that coat color influences survival.
The reason is straightforward. Coat color influences the visibility of mice against
their background. Mice that stand out against their background are more readily
captured by predators; less visible mice are more likely to survive and reproduce.

To see the fitness effect of coat color, let us first examine a 1974 experiment by
G. C. Kaufman in which pairs of mice, one with a dark coat and one with a light
coat, were released into a large cage with an owl present (Kaufman 1974). For
each environmental background—dark soil with sparse vegetation, light soil with
sparse vegetation, and light soil with dense vegetation—Kaufman recorded the
coat color of the mouse that the owl captured first. As can be seen in Figure 3.9,
this experiment demonstrates a selective advantage to mice with coats that match
the color of their background environment. Those mice are more likely to escape
predators and thus to survive long enough to reproduce.

53.7%

Captured

FIGURE 3.9 Early work on predation, coat color, and fitness in the oldfield mouse. Mice with light

and dark coats were exposed to owl predators in three different environments: dark background with sparse
vegetation (A), light background with sparse vegetation (B), and light background with dense vegetation

(C). The identity of the first mouse captured in each trial was recorded. Trials lasted fifteen minutes, and if
neither mouse was taken by the owl, the trial ended. The percentages of trials in which mice of a given coat
color were the first to be taken by the owl are shown in each panel (percentages in a panel do not sum to 100
because of trials in which neither mouse was taken by the predator). In all cases, owls initially captured a higher
percentage of “color-mismatched” mice; namely, those with coat colors that failed to match their environments.
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Many years later, in a follow-up to the Kaufman experiment, Hopi Hoekstra and
her colleagues constructed silicone models that they painted to mimic either the
dark- or light-coated oldfield mice, and they placed 125 models of each type in the
natural environment of light sandy beaches or darker inland habitats (Vignieri et
al. 2010). By using silicone models, Hoekstra and her team were able to remove a
possible confounding variable that was present in the Kaufman experiment. In that
earlier experiment, it is possible that different colored mice behaved differently,
and that behavioral differences were responsible for differences in survival. Using
silicone models eliminates this possibility. Attacks by predators could then easily
be detected by looking at the presence or absence of the silicone models over time,
as well as marks from teeth, talons, or beaks on models that were not removed from
a site by predators. They found strong evidence for a fitness advantage to mice that
matched the color of their environment (Figure 3.10).

Light mice
Hl Dark mice

FIGURE 3.10 Predation, coat
color, and fitness in the oldfield
mouse using plastic models in the
field. Hoekstra and colleagues placed
light and dark silicone mouse models
in light and dark environments to test
predation rates. (A) The experimental
sites: a light beach environment

and a dark inland environment.

(B) Proportion of attacks against
light and dark mice in the light
environment. (C) Proportion of
attacks against light and dark mice in
the dark environment. Adapted from
Vignieri et al. (2010).
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It is important to understand that small differences in fitness can translate into large
changes in allele frequencies over time. For example, suppose that individual mice
whose coat colors matched their environments produced just 1% more offspring per
generation than those whose coat colors did not. Mathematical models show that over
evolutionary time, this small difference could result in a population composed comp-
letely of individuals matching their backgrounds (we delve more into these mathe-
matical models in Chapter 7). In a basic model with a few simple assumptions, the
frequency of a gene associated with 1% more offspring per generation would double
every 70 generations. In a population of 10,000 individuals, this gene could easily
increase from a single copy to a frequency of 100% in a few thousand generations: a
blink of the eye on an evolutionary timescale.

Based on the oldfield mouse studies, natural selection appears to operate very stro-
ngly in the oldfield mouse populations. Indeed, we say that coat color in the oldfield
mouse example is an adaptation. Let us now examine adaptations in greater detail.

KEYCONCEPT QUESTION

3.1 Thus far we have focused on genes as the means by which information is
transferred across generations. This is only one way that such a transfer of information
can occur. Cultural transmission is another. Examples of culturally transmitted
information including farming practices, musical tunes, fashions in clothing, and
architectural techniques. Could some analog of natural selection operate when culture
is the means by which information is transferred from one generation to another?

3.2 Adaptations

In Chapter 2, we discussed early theories that tried to explain the remarkable
match between the structure of organisms and the environments they inhabit.
Now that we understand how the process of natural selection shapes the traits of
organisms, we will use the word adaptation to describe the results of this process.

Defining Adaptation

The word adaptation has been defined in many ways over the years, so we need to
be specific in our own use of this term (Williams 1966; Mayr 1982; Sober 1987;
Mitchell and Valone 1990; Reeve and Sherman 1993; Barrett and Hoekstra 2011).
An adaptation refers to an inherited trait that makes an organism more fit in its
abiotic (nonliving) and biotic (living) environment, and that has arisen as a result
of the direct action of natural selection for its primary function.

KEYCONCEPT QUESTION

3.2 Explain why hooves would be considered adaptations but horseshoes would not.

Adaptations and Fit to Environment

Adaprtations help organisms deal with both the abiotic and biotic aspects of their
environment. Consider a saguaro cactus in the Sonoran Desert. The waxy coating
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on its surface, its shallow root system, and its low surface area to volume ratio are
adaptations to its abiotic environment: They help it gather and retain water and
survive the high temperatures and often low humidity to which it is exposed. Its
spines, meanwhile, are an adaptation to its biotic environment, in that they serve
to protect the valuable water stored inside from herbivores that might otherwise
rip open and consume the plant (Figure 3.11).

To be considered an adaptation, a trait must have been shaped by natural
selection 10 serve the same primary function or functions that make it beneficial today
(Sober 1984). Picture a bird soaring gracefully through the air. It is hard to watch
such a wonder of nature without thinking of how wonderfully suited feathers are
for flying. And it is tempting to assume that because the primary function of
feathers today is related to flight, the primary function of feathers has a/ways been
their effect on flight. But this need not be the case. A trait may serve one function
today, but it may have evolved under different selection conditions and served a
different function in the past. Such traits are called exaptations (Simpson 1953;
Bock 1959; Gould and Vrba 1982). We will treat exaptations, and return to the
case of feathers, in detail in Section 3.5.

The term adaptation has a long history in the field of evolutionary biology,
and it has been used in different ways by different people. If we restrict our
definition of an adaptation to a trait that is shaped by natural selection for the
same primary function that makes it beneficial today, then we can generate
testable hypotheses about how natural selection produces adaptations.
Evolutionary biologists can do just this, both in the field and in the laboratory,
although at times this is a difficult and very time-consuming process. In the
next section, we examine how such studies are designed, what hypotheses they
test, and how the data collected have helped biologists understand the process
of natural selection.

3.2 Adaptations

FIGURE 3.11 Adaptations

of a cactus. A saguaro cactus
exhibits adaptations to its abiotic
environment (waxy stem coating,
shallow root system, low surface
area to volume ratio) and to its
biotic environment (spines to keep
away herbivores, flowers to attract
pollinators).
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3.3 Natural Selection in the Field

Natural selection acts on the entire spectrum of traits present in an organism,
including molecular, morphological, behavioral, and physiological traits. The
manner in which natural selection acts can be tracked in wild populations, with
long-term studies being most effective at doing this. In this section, we will examine
two long-term field studies on natural selection: one on a behavioral/physiological
trait (life history strategy) and another on a morphological trait (wing length).

Predation and Natural Selection in Guppies

A species’ life history strategy refers to the schedule and manner of investment
in survivorship and reproduction over the lifetime of an individual. Life history
traits include the timing of sexual maturity, the timing of aging or senescence
(Chapter 20), the number and size of offspring, and whether an organism
reproduces repeatedly over the course of its lifetime or just once during its lifetime.
A beautifully documented example of studying life history and natural selection in
the field comes from decades of work on life history strategies in the guppy Poecilia
reticulata (Houde 1997; Magurran 2005).

In many of the streams of the northern mountains of Trinidad and Tobago, guppy
populations can be found both upstream and downstream of a series of waterfalls
(Seghers 1973; Houde 1997; Magurran 2005). Upstream and downstream sites in a
stream may only be separated by a very small geographic distance (a few hundred feet
in some instances), but the waterfalls act as a physical barrier to guppies and their
aquatic predators alike. Upstream of such waterfalls, guppies typically face only mild
predation pressure from one small species of fish, Rivulus hartii. Downstream of the
waterfalls, however, populations of guppies are often under severe predation pressure
from voracious predators such as the pike cichlid (Crenicichla alta).

Because upstream and downstream populations face different predation
pressures, evolutionary biologists have hypothesized that natural selection should
favor different suites of traits across these populations. Indeed, this turns out to be
the case, and between-population comparisons in guppies have found differences
in color, antipredator behavior, and numerous life history traits, including the
number of offspring born in each clutch, the size of offspring at birth, the age at
reproduction, and the timing of senescence (Endler 1995; Reznick 1996; Houde
1997; Magurran 2005). Let us examine some of these in more detail.

David Reznick and his colleagues found that guppies from downstream,
high-predation sites mature faster than fish from upstream, low-predation
sites (Reznick 1996). Females from downstream sites also produce more broods
(clutches of offspring) than their counterparts in upstream sites, and broods from
downstream females contain many small fry (newborn fish), while broods from
upstream females tend to contain larger but fewer fry (Figure 3.12). Why? That
is, why should differences in predation lead to such differences across our guppy
populations?

To understand why these guppy populations have diverged, let us examine the
different selective conditions at downstream and upstream sites. At upstream sites,
the small fish Rivulus hartii is the only aquatic predator that guppies face. If females
produce offspring that start off relatively large and can quickly grow pasta certain size
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threshold, such offspring will be safe from predation by R. hartii. So, females face
a trade-off: Larger offspring may survive with higher probabilities, but because
such offspring require more resources during their in utero development than do
smaller offspring, fewer larger offspring can be produced (Figure 3.12).

At high-predation sites, guppy predators are much larger; they can eat a guppy
no matter how large it gets. At such sites, natural selection should favor producing
many smaller fry. That is, because a predator can eat a guppy fry no matter how
big it is, natural selection should now favor females that produce as many fry as
possible, rather than producing larger but fewer fry, because such females will have
higher reproductive success. This pattern is precisely what we see when we study
reproduction in downstream females (Reznick 1996).

In the guppy system, evolutionary biologists can do more than infer adaptation by
observing life history differences. In the mountain streams of Trinidad and Tobago,
biologists can experimentally manipulate natural selection on guppy populations, make
specific predictions about the changes that should occur, and test these predictions.

David Reznick, John Endler, and their colleagues experimentally manipulated
predation pressure in wild guppy populations by transplanting a group of 100
male and 100 female guppies from a high-predation, downstream site into a low-
predation, upstream site, and they cordoned off the transplanted guppies so they
could track the populations over time (Figure 3.13). If it is correct that producing
larger but fewer offspring at upstream sites is an adaptation to predation pressure
there, then given sufficient genetic variation for offspring size, we would expect
that over many generations, natural selection will favor the descendants of those
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FIGURE 3.12 Natural

selection and predation in
guppy populations. (A) Natural
selection acts differently on guppy
populations from high-predation
sites below waterfalls (with

Crenicichla alta) versus low-predation

sites above waterfalls (with Rzvulus
hartii). At high-predation sites,

selection favors guppies that produce

many small young, but at low-

predation sites, selection is reversed,

favoring larger, but fewer, offspring.
(B) Female guppies face a trade-off
(red curve) between the number

of offspring they can produce and
the size of those offspring at birth.
The optimal point along the trade-
off curve illustrated depends on

the predation pressures that the
offspring experience.
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Guppies from

high-predation site
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FIGURE 3.13 Guppy transplant experiment. Reznick and his colleagues transplanted guppies
from high-predation sites below a waterfall to low-predation sites above a waterfall to test whether
descendants of transplanted individuals evolved adaptations to their new selective conditions.

tish transplanted from high-predation sites who produce larger but fewer offspring
than their recent ancestors (Reznick et al. 1990).

When Reznick and his team sampled the descendants of the transplanted
populations 5 and 12 years after the original transplant, they found that the
descendant population had evolved in the predicted direction, with females
producing larger but fewer offspring than their ancestors from a high-predation
site (Reznick et al. 1990). The researchers then brought guppies from the area of
the transplant into the laboratory and found that the new life history strategy was
inherited. Guppies from the descendant population born and raised in the laboratory
displayed the same life history strategies in the lab as in the field, suggesting that
the differences in life history were not solely caused by environmental differences.
Thus, experimental manipulation of natural selection led to evolutionary changes
in life history strategy, just as predicted.

Natural selection has also operated on various aspects of guppy behavior
(Endler 1995; Reznick 1996; Houde 1997; Magurran 2005). One suite of
behaviors that has been studied extensively in natural populations of guppies
is their antipredator activities (Seghers 1973; Magurran et al. 1995; Magurran
2005). Depending on whether they evolved in populations with heavy or light
predation pressure, natural selection has produced a different suite of antipredator
behaviors in guppies.



Because swimming in large, tight groups provides more protection from
predators than swimming in smaller, looser aggregations, we might expect that
guppies from high-predation sites would shoal in larger, tighter groups than
guppies from low-predation sites. Data collected from natural populations confirm
this prediction (Magurran and Seghers 1991).

As with the work on reproductive allocation, evolutionary biologists can do more
than correlate behavior with selective conditions. We can conduct manipulative
experiments to see whether and on what timescale changes in selective conditions
lead to changes in behavior. In the early 1990s, Anne Magurran and her colleagues
learned of a unique opportunity to examine a “natural experiment” on natural
selection and the evolution of antipredator behavior in guppies (Magurran et al.
1992; Sieversetal. 2012). Back in 1957, C. P. Haskins, one of the original researchers
of guppy population biology, transferred 200 guppies from a high-predation site in
the Arima River to a low-predation site in the Turure River; the latter site had been
previously unoccupied by guppies. Magurran realized that Haskins’ manipulations
of several decades before created an opportunity to examine the consequences of
natural selection on antipredator behavior. If natural selection shapes antipredator
responses, then the lack of predation pressure in the Turure should have led to
selection for weakened antipredator behavior in guppy descendants. Magurran
and her colleagues sampled numerous sites in the Turure River (Magurran et al.
1992; Shaw et al. 1992). Genetic analysis suggested that the high-predation fish
transferred from the Arima River back in 1957 had indeed spread all throughout
the previously guppy-free site in the Turure River. More to the point, released
from the predation pressure of their former habitat, the descendants of the Arima
River fish at the Turure had evolved shoaling and other anti-predator behaviors that
were more similar to those of guppies at low-predation sites than they were to the
behaviors of their ancestors from the dangerous sites in the Arima River.

In addition to nicely illustrating how we study the evolution of behavior and life
history, the guppy example reveals the rapidity with which natural selection can
operate. We know from geological evidence that upstream and downstream guppy
populations have been separated from one another for less than 10,000 years, yet
largely as a result of differences in predation pressure, natural selection has produced
significant differences in behavior and life history in guppy populations over this
fairly brief evolutionary time period (Endler 1995). Indeed, Magurran and Reznick’s
transfer experiments demonstrate that natural selection can act even faster than that
on antipredator behavior in wild populations of vertebrates—in this case, on the
timescale of years to decades.

Roadkill and Natural Selection on Wing Length in Swallows

Environmental disturbance by humans can create persistent and strong new forms
of natural selection. For example, in the United States, 80 million birds die each
year as a result of roadkill—a fatal collision with a vehicle (Erickson et al. 2005).
Roadkill of birds has been occurring for decades and may have strongly selected
for birds who avoid such collisions. Charles and Mary Brown examined this
possibility in a study of colonial cliff swallows (Petrochelidon pyrrbonota) (Brown
and Brown 2013). Cliff swallows often form colonies under bridges and in other
areas near highways, making them an ideal species in which to examine whether

3.3 Natural Selection in the Field
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FIGURE 3.14 CIiff swallow
colonies. A cliff swallow colony
under a bridge. Individuals from
such colonies have been studied

to examine whether selection has
favored certain traits in response to
mortality caused by roadkill.

113

selection has favored certain traits in response
to mortality caused by roadkill (Figure 3.14).
The Browns have been studying populations
of cliff swallows in Nebraska since 1982, and
they have detailed census records on these
populations each year. As they traveled between
colonies over the years, they also collected
data on roadkills involving swallows. Over the
30-plus years they have collected such data, there
has been a significant decrease in the number of
swallow roadkill. Why? Has selection favored
certain traits that reduce roadkill of swallows?
Or is there perhaps a simpler explanation? The
Browns wanted to know, and they began a
systematic analysis of possible explanations.
The Browns first checked the population size
of the cliff swallow colonies they were studying.
After all, if population size was decreasing, then a decrease in roadkill would be
expected, but this need not have anything to do with natural selection related to
roadkill. In fact, the data show that cliff swallow population size has increased since
the Browns’ studies began in 1982. They next rechecked the routes they had taken
to each colony every year, and for the most part they were the same year after year. So
the drop in roadkill they found wasn’t due to their sampling different routes. What's
more, traffic on these routes increased during the

Wing length (mm)

105

® Roadkills
® Population at large

course of their study, so the decrease in roadkill
wasn’t just the result of fewer cars on the road
for swallows to crash into. The Browns also
examined the possibility that roadkills decreased
because of an increase in scavengers who
removed the dead swallows before the Browns
could find them. The data didn’t support this
hypothesis because, at least for avian scavengers,
scavenger population sizes stayed constant over
the course of the Browns’ study. Because each of
these alternatives was ruled out, it became more
likely that the decrease in roadkill was the result

1984 1988 1992

FIGURE 3.15 Roadkill, natural
selection, and wing length in
swallows. Over the course of three
decades, the mean wing length

of swallows that died via roadkill

increased, while the mean wing length

of swallows in colonies decreased. The
increasing divergence between lines
suggests that natural selection was
favoring birds with shorter wings.
Adapted from Brown and Brown
(2013).
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2000 2004 2008 2012  of natural selection favoring some swallow trait
that reduced mortality. But what trait?

The first clue the Browns had for answering this question came from the fact that
the wing length of birds that died via roadkill was significantly longer than the wing
length in populations they censused. A more detailed analysis found that the average
wing length of swallows in the populations at large had decreased over the course of
their three-decade study, while the average wing length of swallows that died via
roadkill had increased over the same period (Figure 3.15). Wing length matters
because long wing length reduces the vertical take-off ability in birds; that is, the
ability to get into the air quickly. Because swallows often sit on the road eating food,
reduced vertical take-off ability will lead to increased collisions with cars. Natural
selection thus appears to favor shorter wings because they allow swallows to survive

with higher probability in the face of oncoming vehicles.
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3.4 Natural Selection in the Laboratory

Thus far, we have considered several examples of how evolutionary biologists
generate and test hypotheses on natural selection in the wild. Biologists can
do the same when it comes to natural selection in the laboratory. Before we
investigate how, let us pause for a moment to take a flight of fancy. Imagine that
you are an evolutionary biologist, but not an ordinary one. Suppose that you have
a set of powers that you could use in the service of your research. Imagine that
you can

m Watch as tens of thousands of generations of evolution take place before
your eyes.

= Manipulate the physical environment to control nutrient availability,
temperature, spatial structure, and other features, and manipulate the
biotic environment, adding or removing competitors, predators, and
parasites.

= Create multiple parallel universes with the same starting conditions in
which to watch evolution unfold in replicate worlds.

= Move organisms around in a “time machine” so that they can interact
with—and compete against—their ancestors or their descendants.

= Go back in time to rerun evolution from any point, under the same or
different environmental conditions.

= Easily measure both allele frequencies and fitnesses to accuracies of 0.1%
or smaller.

If you could do all of these things, how would you study the process and
consequences of evolution? What questions would you ask, and what experiments
would you do?

Lenski’s Long-Term Evolution Experiment

As far-fetched a fantasy as this may seem, researchers can indeed do all of this
and more when they study microbial evolution in the laboratory. One of the
most striking examples has been provided by Richard Lenski and his colleagues,
who have been tracking evolutionary change for more than 60,000 generations
in the bacterium Escherichia coli (Le Gac et al. 2012; Wiser et al. 2013). Let us
examine Lenski’s experimental system in some detail and see how it allows him to
perform the seemingly superhuman manipulations enumerated earlier and to test
fundamental ideas in evolutionary biology.

Lenski’s study species, E. coli, reproduces rapidly, dividing at rates upward of
once per hour under favorable environmental conditions. As a result, Lenski and
his colleagues have been able to observe evolution occurring in real time, and they
have been able to monitor more than 60,000 generations of bacterial evolution.
To put this number into perspective, Lenski’s bacterial evolution experiment now
encompasses more generations than there have been in the entire history of our
species, Homo sapiens.

Starting with a genetically homogeneous strain of E. co/i bacteria, Lenski created
12 parallel experimental lines—the original colonists of 12 parallel “universes”—
differing only by an unselected marker gene that allowed researchers to keep track
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Step 1. To initiate
experiment, take
a single bacterial
clone and create
12 genetically
identical lines

/2. |
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freezer

FIGURE 3.16 Lenski’s
experimental evolution

system. The basic protocol for the
Lenski E. coli experiment. Each day,
Lenski and his team transferred
cells from the 12 lines into fresh
growth medium. These cells went
through six to seven generations

of replication overnight, and the
next day the process started anew.
Periodically, they froze a sample

of the cells from each line in a
—80°C freezer. This open-ended
system allows for a large number of
potential experiments.

of which experimental line was
which. All 12 lines were kept in
identical experimental conditions,
but the 12 lines were never mixed

Step 2. Carry out daily
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Each day
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| with one another (Figure 3.16).
Instead, every day, Lenski and his
team transferred cells from each of the

=i 12 lines into fresh growth medium.
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Overnight, these cells went through
six to seven generations of replication,
and the next day the process started
anew. Periodically, Lenski froze a
sample of the cells from each line in
Al a —80°C freezer. This freezer served

as his “time machine”: Researchers

_ could thaw those cells at any point
Dilute

100-fold and could let them compete with

their descendants. They could even
use them to “start over” and could
thus replicate the experiment from

any point in time.

Evolutionary Change: Predictability and Quirks

So what can you do with an experimental system like this? We only know about
one history of life: the one that actually took place on Earth and of which we are
a living part. One question that has always fascinated evolutionary biologists is,
what if you could “run the evolutionary process over again”? Would the same
phenotypes evolve the second time around? Or would we see something completely
different? And if the same phenotypes did evolve, would the same underlying
genetic changes be responsible or would natural selection find a different genetic
path to a similar phenotypic outcome?

Lenski and his colleague Michael Travisano set out to address this question
by comparing what happened in the 12 replicate E. co/i lines—the 12 parallel
runs of evolutionary history—in their experiment (Lenski and Travisano 1994).
To do so, they looked at a trait that evolved rapidly early in their experiment:
the physical size of the individual E. co/i cells. These cells could be thawed
at any time and allowed to compete against their descendants in order to see
whether the descendants had increased in fitness or whether they had merely
changed in phenotype (Box 3.1). As Figure 3.17A illustrates, the average cell
volume increased substantially over the first 2000 to 3000 generations of the
experiment.

In the course of their experiment, the researchers removed a sample of E. co/i cells
after every 500 generations and then stored them in a freezer. Figure 3.17B reveals
that the fitness of E. co/i cells did indeed increase over the course of the experiment.
Only 500 generations into the experiment, natural selection had already increased
the fitness of the evolved strains relative to their ancestors, and this fitness difference
continued to accumulate as the experiment progressed and more generations
elapsed.
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Figure 3.17 shows results from just one of the 12 lines, and in this line, cell size
increased and fitness increased with it. Was this outcome a quirk of fate? What
would happen if we were to replay the tape? Would cell size increase again? Lenski
and Travisano were able to test this question directly by looking at the other
11 lines, each of which was an independent evolutionary run (Lenski and Travisano
1994). They found that in these lines, as in the first line, cell size invariably
increased, and fitness of the cells increased relative to ancestral cells (Figure 3.18).

Phenotypically, the populations evolved in a similar fashion. Cell size always
increased. But notice that despite starting with genetically identical cells and
subjecting them to identical environments, cell size increased more in some
lineages than in others. Natural selection operated in a similar direction in each
case, but it appears not to have taken an identical path. Likewise, fitness increased
in every one of the 12 lines, but some of the lines seem to have found better paths
than others, and there was considerable variation in fitness between the lines after
10,000 generations. Lenski and Travisano’s results highlight the fact that evolution
by natural selection is in some aspects a predictable, repeatable process—and yet
it is also one in which random events, such as which mutations occur or the order
in which they occur, can play a significant role in shaping the course of history.

Over the past 25 years, Lenski and his colleagues have studied numerous
additional traits in these 12 bacterial lines, and in doing so, they have tested
a number of evolutionary hypotheses. In the next subsection, we will look at a
thermal adaptation experiment that Lenski and colleagues used to test another
important question in evolutionary biology: What are the constraints on what
natural selection can achieve? Why are organisms not perfectly adapted to all
environmental conditions?

Thermal Adaptation and Antagonistic Pleiotropy in E. coli

Let a bacterial population evolve for a few hundred generations under any
particular set of laboratory conditions, and fitness under those conditions will tend
to increase significantly. For example, E. co/i is a gut bacterium that is commonly
exposed to a temperature of 37°C within its hosts. Yet Lenski and his team found
that E. co/i lines grown at a steady temperature of 37°C evolved higher fitnesses
at that temperature over the course of their experiment. What is going on here?
Why should fitness have increased in this experiment? After all, before Lenski ever
began his experiments, E. co/i had already undergone many billions of generations
of adaptive evolution in which they might have evolved higher fitness at 37°C.
Why hadn’t they already done so?

One possibility is that there are trade-offs between an organism’s ability to
perform under one set of environmental conditions and its ability to perform
under another. Perhaps E. co/i cells are not optimized for growth at 37°C because,
unlike the controlled temperature conditions they experienced in Lenski’s
laboratory, they normally experience other temperatures as well—and adaptations
that increase fitness at 37°C may decrease fitness at those other temperatures.
To address this hypothesis, Lenski and his colleagues asked whether evolutionary
changes that increase growth rate at one specific temperature will be associated
with a reduction in growth rates at other temperatures (Huey and Hertz 1984;
Palaima 2007).

The growth rates of E. coli cells from generations 2000, 5000, 10,000,
15,000, and 20,000 were each compared to the original population of cells, and
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FIGURE 3.17 Cell size

and fitness in one E. coli

line. (A) Change in average cell
volume (fl. = femtoliter) in one of
Lenski’s 12 long-term lines. (B)
Change in fitness for the same line,
relative to its ancestor. Fitness
values greater than one indicate
higher fitness than the ancestor.
From Lenski and Travisano (1994).
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FIGURE 3.18 Cell size and
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BOX 3.1 Measuring Allele Frequencies and Fitnesses in E. coli

Studying natural selection in the wild can be hard, partially
because of the challenges of measuring allele frequencies and
fitness differences in a wild population of mobile animals such
as salmon or sandpipers. When evolution is studied in the
laboratory using microbial organisms, these measurements are
substantially easier to perform. Researchers studying bacterial
evolution in the laboratory commonly work with genetically
labeled strains of bacteria. One of the most straightforward
approaches to labeling is the so-called Ara™~ marker system.
This system uses genetic markers within the @7z operon that
have no selective consequences. The strains, however, can be
distinguished easily: Ara~ strains form red colonies and Ara®
strains form white colonies when grown on tetrazolium—
arabinose agar. To measure the relative frequencies of two dif-
ferent strains, a researcher can simply spread a diluted solution
containing E. coli cells from the population of interest, allow
the cells to grow into visible colonies, and count the number of
colonies of each color. Other marker systems include alternative
color markers and differences in antibiotic resistance or sensi-
tivity that a researcher can use to screen the colonies and thus
distinguish the genotypes.

Measuring fitness differences is only slightly more compli-
cated. To measure the fitness of a strain of E. co/i relative to
some other strain (for example, its ancestor), we grow each
strain separately in a flask, then mix together samples from
each flask, dilute, and plate as described earlier. This allows
us to measure the frequency of each strain before they begin
to compete. We then grow the strains together in the same
flask for some period of time, often 1 day. After this period of
growth, we again dilute and plate the bacterial cells, then count
colonies (Figure 3.19). From any shift in the frequencies of the
two strains relative to our initial sample, we can estimate the

fitness difference between the two strains. By using the same

basic approach, but with automated single-cell sorting tech-
niques replacing the process of plating and counting colonies,
researchers have been able to measure differences in fitness as
small as 0.1%.

Ancestral Evolved

1:1

FIGURE 3.19 Measuring bacterial genotype frequency and
fitness in the laboratory. Ancestral and descendant populations
are competed against each other, and fitness is assayed using the
neutral Arat (white) and Ara™ (red) markers to count colonies.
Adapted from Elena and Lenski (2003).

this comparison of growth rates was repeated across an array of temperatures
from 20°C to 42°C in all 12 of Lenski’s E. co/i universes (Cooper et al. 2001)
(Figure 3.20). After 20,000 generations in an environment where the temperature
was 37°C, natural selection led to an increase in growth rate at that temperature.
Moreover, the optimal temperature for growth shifted from approximately 40°C
to near 37°C. Lenski and his team also found an evolutionary change toward Jower
growth rates at both extremes of the temperature range—20°C and 42°C—in the
majority of populations that evolved optimal performance at 37°C (Cooper et al.
2001; Bennett and Lenski 2007).

Why did this happen? Why did evolving an optimal performance at 37°C
lead to suboptimal results at the other temperatures (20°C and 42°C)? One



possibility is a nonselective explanation: Perhaps after growing
for 20,000 generations at 37°C, Lenski’s lines had accumulated
mutations that reduced their ability to grow at 20°C or 42°C. 12

3.5 Origin of Complex Traits

Optimal temperature for growth
shifts from 40°C to 37°C

Because the bacteria were never exposed to those temperatures,
natural selection would not have acted against such mutations.

1.0
But Cooper and his colleagues were able to find evidence against
this hypothesis in a clever way. Among their 12 lines, 3 lines 038
evolved to become so-called mutator strains, with vastly higher
mutation rates than those observed in the other 9 lines. If the 0.6

decline in performance at 20°C and 42°C had been due to the
accumulation of unselected mutations, Cooper and his team
reasoned, the decline in performance should be greater in the

Maximal rate of division (per hour)

Growth rate at
37°C increases

mutator strains, because these strains accumulated far more 0.2
mutations. But they found no such difference. Simple mutation

. . . . . 0
accumulation seems an unlikely explanation for the fitness decline 20

at the extreme temperatures.

Instead, Lenski and his colleagues suggest that their results are best explained
by a phenomenon known as antagonistic pleiotropy. The antagonistic pleiotropy
hypothesis proposes that the same gene (or genes) that codes for beneficial effects—
here, rapid growth at 37°C—also codes for deleterious effects in other contexts; in
this case, poor performance at 20°C and 42°C (Figure 3.21). When genes, such
as those hypothesized here, affect more than one characteristic, they are referred
to as pleiotropic genes. And because we are testing whether such pleiotropic
genes have a negative effect in one context but a positive effect in another, we
refer to this as antagonistic pleiotropy. Thus, antagonistic pleiotropy results in a
trade-off between fitness under one set of conditions and fitness under another set
of conditions.

One prediction from the antagonistic pleiotropy hypothesis is that the negative
components to fitness—in this case, poor performance at 20°C to 42°C—should
build up quickly and early in the tested populations because variation in response to
temperature will be high at the start of the process, and hence selection for optimal
performance will be most powerful. The experimental results provide support for
the antagonistic pleiotropy hypothesis because suboptimal performance at extreme
temperatures evolved fairly quickly in their populations, with most selection occurring
in the first 5000 of the 20,000 generations of Lenski’s laboratory populations of E. co/i.

KEYCONCEPT QUESTION

3.3 How might the antagonistic pleiotropy hypothesis be related to diseases that are
often associated with old age (for example, Alzheimer’s disease)?

3.5 Origin of Complex Traits

Ever since Darwin published Oz the Origin of Species, evolutionary biologists have
been fascinated by the problem of how natural selection can produce the exquisite
match between organism and environment that we often observe, and how even
in the absence of foresight, natural selection can create complex traits with many
interdependent components.

30 35 40
Temperature (°C)

FIGURE 3.20 Thermal
adaptation in E. coli. The red line
represents ancestral population,

and the blue line represents the
population after 20,000 generations
at 37°C. Adapted from Cooper et al.
(2001).

Growth rate at 37°C

Growth rate at 42°C

FIGURE 3.21 Antagonistic
pleiotropy. The antagonistic
pleiotropy hypothesis predicts
a trade-off between two
characteristics. Shown here is a
hypothetical trade-off between
growth rates at 37°C and 42°C.
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How, for example, can we explain the exquisite complexity and detail of the
human eye? How can we explain the production of milk in mammals and the
associated nursing behaviors that make it such a valuable strategy for parental
care? And how do we account for the coupling of wing geometry and variable wing
angle that allows a dragonfly to produce the high-lift wing-tip vortices that confer
its remarkable flight abilities (Thomas et al. 2004)?

In this section, we will examine two possible explanations for the evolution
of such complex traits. The first explanation centers on the idea that each
intermediate step on the way toward the evolution of complex traits was itself
adaptive and served a function similar to the modern-day function. The second
explanation—co-option of a trait to serve a new purpose—posits that intermediate
stages of complex traits were functional and selected, but they did not serve the
same function in the past as they do today.

Intermediate Stages with Function
Similar to Modern Function

When looking at an organ as complex as the eye, we are struck by the extraordinary
complexity of a trait that requires so many intricate parts, all of which must work
together. How could such a complex trait ever evolve in the first place? Darwin
raised this issue in On the Origin of Species:

To suppose that the eye, with all its inimitable contrivances for adjusting the focus to
different distances, for admitting different amounts of light, and for the correction of
spherical and chromatic aberration, could have been formed by natural selection, seems,
I freely confess, absurd in the highest possible degree. (Darwin 1859, p. 186)

But Darwin argued that natural selection was responsible for the complexity
we see in eyes, and that the evolution of the eye occurred through small successive
changes, each of which provided a benefit compared to the last version of the eye.
The very next sentence of Darwin’s quote reads,

Yet reason tells me, that if numerous gradations from a perfect and complex eye to one
very imperfect and simple, each grade being useful to its possessor, can be shown to
exist; if furcher, the eye does vary ever so slightly, and the variations be inherited, which
is certainly the case; and if any variation or modification in the organ be ever useful
to an animal under changing conditions of life, then the difficulty of believing that a
perfect and complex eye could be formed by natural selection, though insuperable by
our imagination, can hardly be considered real. (Darwin 1859, pp. 186-187)

Evolutionary biologists L. V. Salvini-Plawen and Ernst Mayr have expanded on
Darwin’s hypothesis, laying out a series of intermediate stages that represent one
plausible sequence by which the eye evolved in gradual steps (Salvini-Plawen and
Mayr 1977). Because eyes are made of soft tissue that does not fossilize well, Salvini-
Plawen and Mayr used currently living species to show examples of the sorts of eye
morphologies that may have been present in ancestral forms, and they found that
indeed current forms can be arranged into a series of steps, each only slightly more
complex than the previous, which would lead from a simple light-sensing pigment
spot to a focusing eye with a lens. The aim was not to reconstruct the exact sequence
by which eye evolution did occur; in fact, there is no single answer to this question
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because the lensed eye evolved in parallel in several different lineages (Figure 3.22).
Rather, this work was meant to illustrate that the focusing eye, elaborate as it may
seem, could have evolved in gradual steps, each of which was fully functional and
each of which improved on the visual acuity of its predecessor.
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FIGURE 3.22 The evolutionary history of the mollusk eye. Taking a phylogenetic perspective on

eye morphology in the mollusks, we see that complex eyes with a lens evolved independently in the
cephalopods and in the gastropods (Oakley and Pankey 2008). From top to bottom: The octopus eye uses a
lens to focus light on the retina, much as does the vertebrate eye. The nautilus eye functions like a pinhole
camera, casting a sharp image on the retina at the expense of a loss in brightness due to its small aperture.
The limpet Patella has only a light-sensitive patch that can distinguish between light and dark. The
predatory snail Murex uses a simple lens to focus incoming light. The snail Pleurotomaria has an indented
eye cup that can detect the direction of a light source. Phylogeny is inspired by Oakley and Pankey (2008)
and informed by Ponder and Lindberg (1997).
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But is this feasible? Is there enough time for this to have happened? Dan-Erik
Nilsson and Susanne Pelger used computer simulations to explore how long it might
take to evolve a focusing eye from a simple light-sensitive patch (Nilsson and Pelger
1994). They assumed that individual mutations had only small phenotypic effects,
and they made conservative assumptions about the rate at which natural selection
would proceed under these circumstances. They found that the focusing eye could
have evolved in fewer than half a million years—a very short time compared to the
550 million years since the first simple eyes occurred in the fossil record.

Darwin’s intuitions seem correct. Complex focusing eyes have evolved by natural
selection, and they have done so independently along several lineages on the tree
of life. Each of these lineages may have proceeded along a different path, but along
each path, every small step could have been functional in itself and could have
improved on the visual system that preceded it.

Novel Structures and Exaptations

As we mentioned earlier in this chapter, some traits were originally selected for
one function but were later co-opted to serve a different, selectively advantageous
function. Such traits are called exaprations (Gould and Vrba 1982; Gould 2002).
As an example, consider the bizarre “helmet” structure that is found in all
species of treehopper insects but in no other species (Moczek 2011; Prud’homme
et al. 2011) (Figure 3.23). Today, the helmet functions to camouflage treehoppers
by mimicking the seeds, thorns, and other structures found in their environment.

FIGURE 3.23 Elaborate helmet morphology of treehoppers. Species of neotropical treehopper
insects (Membracidae) exhibit an elaborate diversity of helmet structures. From Prud’homme et al.
(2011).



But how did this novel, complex structure arise to begin with in the treehopper
lineage? Did it arise de novo, that is, from scratch, or is it an example of how
an existing developmental pathway can be coopted for a new use?

One clue came when Benjamin Prud’homme and his team studied the
development of the helmet and found that it forms from paired buds that emerge
on the first segment of the treehopper thorax. Other than the helmet structure, the
only other appendages known to bud off the first thoracic segment of insects are
wings. While modern insects have wings on only the second and third sections of
their thorax, an ancient group of extinct insect species developed small wings on the
first thoracic segment as well (Figure 3.24). Along the lineage leading to modern
insects, the development of wings on the first thoracic segment was suppressed.

Prud’homme’s group wondered whether the developmental pathway that once
led to wings on the first thoracic segment (but was then suppressed) could have
been co-opted by treehoppers to produce their distinctive helmet structures. They
found several pieces of evidence supporting their hypothesis. From an anatomical
perspective, helmets are built in a way reminiscent of the way wings are built;
for example, the hinges that connect wings to other body parts and the hinges
connecting the helmet to other body parts are structurally very similar. Moreover,
some of the same genes—in particular the sex comb reduced, or Scr, gene—are
involved both in wing development and in helmet development (Figure 3.25).
The helmet in treehoppers is an exaptation: The original trait “wings on the first
thoracic segment” was suppressed, but subsequently this developmental pathway
was co-opted in the treehopper lineage for use in helmet production.

Exaptations play an important role in the evolution of complex traits. Any time
a structure, behavior, or characteristic adopts a new function over evolutionary
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FIGURE 3.24 Primitive wing
development in an extinct insect.
In Stenodyctya lobata, an extinct
species of insect, small wings
developed on the first thoracic
segment (arrow). Modern insects
only have wings on the second and
third segments of the thorax. From
Moczek (2011).

FIGURE 3.25 Development

of wings and helmets. A
phylogenetic view of Scr expression
and its role in wing and helmet
development on the insect thorax.
T1 = thoracic section 1 (in pink),
T2 = thoracic section 2 (in blue),
T3 = thoracic section 3 (in white).
Initially, Ser had no effect on wing
development in any section of the
thorax (1). A likely scenario is that
in the ancestral insect at the base

of the tree, Scr was expressed only

in segment T1. At first, Ser did not
repress wing development on T1.
Along the lineage leading to modern
insects (2), the developmental
pathway evolved so that Scr
suppressed wing growth on T1.
Finally, on the lineage leading to
treehoppers (3), Ser lost its ability to
suppress appendage growth on T1,
and in this group the developmental
pathway was co-opted to produce
helmets. Adapted from Prud’homme
et al. (2011).
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time, this is an exaptation. Gross morphological structures rarely arise de novo, but
instead derive from modifications to previously existing structures. The same can
be said of molecular structures, as we will see in the next subsection. As a result,
most complex traits will have extensive evolutionary histories over which they
have undergone multiple changes in function, and thus such traits will represent a
“layering of adaptations and exaptations” (Thanukos 2009).

Although the term exapration was not introduced until 1982 by Stephen Jay Gould
and Elizabeth Vrba, Darwin was aware of this phenomenon in On the Origin of Species,
in which he wrote, “The sutures in the skulls of young mammals have been advanced
as a beautiful adaptation for aiding parturition, and no doubt they facilitate, or may be
indispensable for this act” (Darwin 1859, p. 197). In this passage, Darwin described
cranial sutures, the fibrous connective tissue joining the bones that make up the skull.
Because the bones of the skull are not yet fused at birth and because the sutures
are relatively elastic, the skull is able to deform somewhat as it passes through the
birth canal during parturition (the process of giving birth). While cranial sutures may
serve to aid the process of live birth in modern times (particularly in humans, where
cranium diameter is a major constraint on size at birth), this need not have been the
original function of sutures. Indeed, it was ot the original function, Darwin argued.
He immediately followed the above statement with “sutures occur in the skulls of
young birds and reptiles, which have only to escape from a broken egg,” (Darwin
1859, p. 197). Cranial sutures could not have evolved to aid the birth process in
mammals, as they predated the evolution of mammalian reproduction (Figure 3.26).
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FIGURE 3.26 Darwin realized
that cranial sutures evolved
before live birth. Darwin used
phylogenetic reasoning to conclude
that skull sutures did not originally
evolve to facilitate parturition.
Because cranial sutures are present
in birds, reptiles, and mammals
alike, Darwin reasoned that they — Live birth
evolved prior to the evolutionary

split between birds and reptiles and

mammals, as shown. Because live
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The original function of cranial sutures was probably to allow the rigid protective
cranium to expand with a growing brain, and indeed this function is retained (Yu et al.
2004). Only subsequent to the original function, once live birth evolved, were sutures
co-opted to facilitate passage through the birth canal (Darwin 1859). Despite Darwin’s
usage of the word adaptation in his original description, in modern terminology, these
sutures are exaptations with respect to aiding the mammalian birth process.

Let’s consider another complex trait—feathers in modern-day birds—as an
additional example of an exaptation. Because feathers play such a prominent role
in bird flight, and because they seem so exquisitely suited for that function, we
may be tempted to assume that feathers have #/ways been selected only in relation
to their effect on flight.

But again, as with Darwin’s example of skull sutures, phylogenetic evidence is
useful for separating adaptation from exaptation (Figure 3.27). Paleontological
discoveries from northeastern China have revealed that featherlike structures were
widespread in a substantial subgroup of the bipedal theropod dinosaurs, which did
not use these structures for flight. These dinosaurs ultimately gave rise to modern
birds (Ji et al. 1998; Xu et al. 2001, 2009, 2010). Moreover, structural studies
strongly suggest a single evolutionary origin of feathers. From this, we can deduce
that the origin of feathers predates the evolution of wings and flight.

In light of the phylogenetic evidence that feathers evolved prior to flight, it
would be a mistake to conclude that feathers originally evolved as an adaptation
for flying. Natural selection cannot look ahead to fashion a structure that only later
will become useful. Biologists Richard Prum and Alan Brush offer an appealing
analogy: They say that, in light of the phylogenetic evidence, “Concluding that
feathers evolved for flight is like maintaining that digits evolved for playing the
piano” (Prum and Brush 2002, p. 286).

So, what might have been the original function(s) of feathers? Over the years,
researchers have proposed a number of possibilities, including (1) retaining heat,
(2) shielding from sunlight, (3) signaling, (4) facilitating tactile sensation, as
whiskers do, (5) prey capture, (6) defense, (7) waterproofing, and (8) brooding
eggs (Prum and Brush 2002; Zelenitsky et al. 2012).

Let’s just look at one of these functions—thermoregulation—as an example
(Evart 1921; Bock 1969; Ostrom 1974). Feathers, especially the contour feathers
that are already seen in the earliest known bird Archaeopteryx, help control
thermoregulation, both because feather down is itself an insulator and because
the air space between feathers acts to insulate animals against temperature change
(Ostrom 1974). This early thermoregulatory function also appears to have been
very important in the evolution of wings in insects (Kingsolver and Koehl 1985).

Of course, thermoregulation is not mutually exclusive with the other proposed
functions. In any event, given currently available evidence, there is little prospect
for distinguishing among these alternatives in identifying the original selective
function or functions.

Using the arguments we developed earlier, we can say that the basic structure of
feathers is, in part, an exaptation with respect to bird flight. That does not mean that
feathers, once selected for their initial function, were not subsequently shaped by
natural selection because of the fitness effects associated with flight in birds. Rather,
once selected for thermoregulation or other purposes, any changes to feathers that
also made them more beneficial for early flight would likely have been selected.

3.5 Origin of Complex Traits
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FIGURE 3.27 The evolutionary
origin of feathers. Phylogenetic
reasoning suggests that feathers

did not originally evolve for flight.
Feathers likely arose in a lineage of
theropod dinosaurs. The common
ancestor of these feathered dinosaurs
(including birds) is marked with

a solid red circle. This species

had neither wings nor the ability

to fly. Therefore, feathers must

have initially evolved for some
other purpose. Gliding and flight
subsequently evolved in the lineage
leading to Microraptor, Archaeopteryx,
and modern birds; at this stage,
feathers were co-opted to facilitate
flight.
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Notice that when a trait switches function, the organism need not lose the
original function. Sometimes the trait can serve both purposes. Skull sutures
facilitate brain growth and aid parturition. Feathers can serve both to insulate the
bird and to facilitate flight.

Next, we will consider two examples of how novelty arises at the molecular
level.

Novelty at the Molecular Level

Whether at the morphological level or at the level of individual molecules, the
process of evolution is ever tinkering with extant structures. One way that new
molecular functions can arise is through the process of gene sharing, in which a
protein that serves one function in one part of the body is recruited to perform a
new and different function in a second location.

There is no better illustration of the breadth and diversity of gene sharing than
the lens crystallin proteins. Lens crystallins are structural proteins that form the
transparent lens of the eye. While some lens crystallins are used only in the lens,
many are dual-function proteins that are also used as enzymes elsewhere in the
body. Table 3.1 lists a number of the lens crystallins that also function as enzymes.

The process of gene duplication provides another evolutionary pathway by
which a protein can switch functions without loss of the original function. In a
gene duplication event, an extra copy of a functional gene is formed. Once an
organism has two copies of the gene, one of the two gene copies might change to a
new function, while the other can remain unchanged and thus preserve the original
function. We conclude this subsection with one such example.

One particularly complex suite of traits is the lock-and-key mechanism of many
hormone—receptor pairs, with their exquisite specificity (Figure 3.28). These
hormone-receptor pairs pose a chicken-and-egg problem: How could a signaling
protein possibly evolve to match a receptor that has not yet arisen; or, conversely,
how could a receptor evolve to accept a signal that does not yet exist?

TABLE 3.1

Examples of Gene Sharing: Lens Crystallins with
Separate Enzymatic Functions

Crystallin Species Enzyme
S Birds and reptiles Argininosuccinate lyase
e Birds and crocodiles Lactate dehydrogenase D4
T Lamprey, fish, reptiles, and birds  q-Enolase
N Rabbit Hydroxyacyl-CoA dehydrogenase
q Guinea pig Alcohol dehydrogenase

Adapted from Piatigorsky and Wistow (1989).

3.5 Origin of Complex Traits
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FIGURE 3.28 Lock-and-key
systems. The lock-and-key
mechanism of many hormone—
receptor pairs.
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Jamie Bridgham and her colleagues worked out a detailed answer to this question
for one such lock-and-key pair: the mineralocorticoid receptor (let’s call it the
M receptor) and the steroid hormone called a/dosterone, which triggers this receptor
(Bridgham et al. 2006, 2009). The M receptor, which is involved in controlling
the electrolyte balance within cells, arose in a gene duplication event from an
ancestral glucocorticoid receptor.

But how did this gene duplication lead to a novel and highly specific
aldosterone—M receptor pair? Again, a phylogenetic approach was the key to
unraveling this mystery. By sequencing the mineralocorticoid receptor genes from
a wide range of vertebrates, Bridgham’s team was able to infer the genetic sequence
of the ancestral receptor that was duplicated to produce both the M and modern
glucocorticoid receptors.

Bridgham and her colleagues found that the ancestral receptor binds not
only cortisol (a glucocorticoid hormone) but also aldosterone. This is surprising
because it means that the ancestral receptor could bind a hormone that didn’t exist
when the ancestral receptor was in place—aldosterone evolved much later. But
cortisol was already in existence at the time of the ancestral receptor. Evolutionary
biologists have hypothesized that after the gene duplication, a pair of mutations
altered the shape of what is now the glucocorticoid receptor, so that it retained
its ability to bind cortisol but would no longer bind aldosterone. At the time,
aldosterone wasn’t present yet, but over millions of years, genetic changes in
biosynthetic pathways (associated with cytochrome P-450) by chance eventually
led to the production of aldosterone. Because aldosterone could now trigger the
M receptor without interfering with the glucocorticoid receptor, there was a new
signal-receptor pair that could be used independently to regulate other cellular
processes. Now we know which came first in this chicken-and-egg problem. The
ability of the receptor to bind aldosterone preceded the evolution of aldosterone

itself (Figure 3.29).

KEYCONCEPT QUESTION

3.4 Counter the following argument: “Exaptations are common; therefore, natural
selection is not nearly as important as many biologists have claimed”




3.6 Constraints on What Natural Selection Can Achieve

T . i Q/Aldosterone
Agnathans Elasmobranchs Teleosts Tetrapods &

4. Aldosterone synthesis evolves;
suitable receptor is already in place

420million - - = 2 - - - - o oL oo
years ago
440 million - - = = - - - oo L Eﬂb Eﬂﬂlv
years ago o

Duplication —= 3. One receptor loses ability
470 million - - - = to bind still-nonexistent
years ago aldosterone hormone

E _y Cortol E@ E@

1. Ancestral receptor binds cortisol 2. Gene duplication event creates two
(and would have been able to bind versions of receptor. Both bind cortisol
aldosterone had it existed) (and could have bound aldosterone)

FIGURE 3.29 Gene duplication and the evolution of the aldosterone receptor. Neither the
aldosterone hormone nor the aldosterone receptor were present in the vertebrate lineage 470 million
years ago. (1) A single glucocorticoid receptor bound cortisol—and would have bound aldosterone,
had it been present. (2) About 450 million years ago, a gene duplication created a second copy

of the glucocorticoid receptor. (3) Subsequently, genetic changes to one of these receptor copies
shifted its structure so that it would not be able to bind aldosterone. The other retained aldosterone
binding ability. (4) In the tetrapods, when aldosterone synthesis arose, a receptor was already in
place that could bind aldosterone. Because the structure of the other glucocorticoid receptor had
changed so that it could bind cortisol but not aldosterone, that pathway was not disrupted by the
advent of aldosterone synthesis. Adapted from Bridgham et al. (2006).

3.6 Constraints on What Natural
Selection Can Achieve

In our efforts to understand the process of natural selection, it is critical to recognize
the limitations on what natural selection can achieve. In the short term, there
may be limits on the genetic variation available for natural selection to operate on
(Futuyma 2010). Evolutionary biologist J. B. S. Haldane captured this point in
The Causes of Evolution:

A selector of sufficient knowledge and power might perhaps obtain from the genes at
present available in the human species a race combining an average intellect equal to
that of a Shakespeare with the stature of {heavyweight boxer Primo} Carnera. But he
could not produce a race of angels. For the moral character or for the wings he would
have to await or produce suitable mutations. (Haldane 1932/1990, p. 60)

This sort of constraint on what natural selection can achieve has been examined
experimentally many times by evolutionary biologists, including in another set
of E. coli experiments conducted by Lenski and his team. They found that under
certain conditions, the rate of adaptation in E. co/i was proportional to the supply
of new variation available (de Visser et al. 1999).
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FIGURE 3.30 Trade-offs in
binocular vision. (A) Birds face

a trade-off between the total field
of vision (x axis) and the range of
binocular vision (y axis). Because

of the different challenges they

face, the ostrich and the owl have
evolved to different points along this
trade-off curve. (B) The position

of the eyes determines where along
the trade-off curve a species falls.
The eyes of an owl are positioned
side by side in the front of the
head, limiting the field of view to
about 180°, but with the benefit

of binocular vision across this field.
The eyes of an ostrich are set on
opposite sides of its head, yielding a
nearly 360° field of view. (C) Great
gray owl and ostrich.

Even if there is variation in a given characteristic, selection may be unable to
act on that characteristic if the genes involved have effects on other characteristics
that are also under selection. Another short-term constraint on natural selection
is that gene flow into a local population can limit the degree of local adaptation;
that is, a peripheral population may be unable to adapt to its local environmental
circumstances because of continual gene flow from a larger population that faces
different selective conditions.

In the long term (assuming nonextinction), these limitations may be overcome.
Even in small populations, mutations that overcome some constraint may
eventually become available; it may simply be a matter of waiting long enough.
Correlated characteristics may become uncoupled once the appropriate mutations
arise, removing the constraints associated with pleiotropy. Reproductive isolating
mechanisms can reduce or eliminate gene flow into the peripheral population and
thus allow local adaptation. This does not, however, mean that natural selection
is free of any constraints. Rather, even in the long term, there are a number of
limitations to what natural selection can achieve. First we will look at some of
these limitations, then we will look at how, in some cases, they may be overcome.

Physical Constraints

From a spider’s web, with its minuscule weight and exceptional tensile strength,
to an owl’s fringed feather edges that muffle any sound from its wings as they
cut through the air, natural selection has fashioned countless material marvels.
Nonetheless, natural selection is limited in what it can do. It operates on physical
structures in the material world, and as such it is constrained by the same physical
and mechanical laws that limit the realm of possibility for human engineers.
Compare the placement of the eyes in an ostrich to that in an owl (Figure 3.30).
The ostrich—which must remain vigilant against predators—has eyes that are
set on either side of the head, allowing a nearly 360° field of view, but affording
almost no stereoscopic vision because the field of each eye scarcely overlaps with
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FIGURE 3.31 Overcoming constraints. (A) A partial solution to the limited field of view: Owls
can turn their heads nearly 180° to look behind themselves, as shown by this short-eared owl. (B) A
different solution: The jumping spider has eight eyes, allowing both stereoscopic forward vision for
visual hunting and a 360° field of view.

that of the other. The owl—a visual predator—has eyes that are set on the front
of the head, allowing a fully stereoscopic view of its environment, including prey
species, but presenting a much more limited field of view than that enjoyed by the
ostrich.

The ostrich and the owl represent two extreme manifestations of the response to
the constraint that a two-eyed organism can have a 360° field of view or binocular
vision across most of the visual field, but it cannot have both. For their part,
owls have evolved a partial solution to this constraint: An owl can turn its neck
nearly 180° over its back without shifting its perch (Figure 3.31A). Spiders go a
step further. They have eight eyes, allowing them to see in 360° and at the same
time to enjoy a binocular (or even multiocular) forward view for visual hunting
(Figure 3.31B).

Other simple physical constraints become apparent when we look at the sizes
and shapes of animals (Thompson 1917; Haldane 1928; Gould 1974). Why are
there no insects that are the size of wolves? Why don’t single-celled swimmers
have the same streamlined shape that we see in dolphins, tuna, or penguins? Why
are there no elephant-sized creatures with spindly spiderlike legs?

The answer to each of these questions lies in the constraints that the laws of
physics place on the form and structure of living organisms. As an example, let
us consider in detail the last of these questions—why are there no elephant-sized
creatures with spindly spiderlike legs? When we look at Salvador Dali’s sculpture,
Space Elephant, our intuition about the world tells us that this creature is absurd
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FIGURE 3.32 Art and

the violation of physical
constraints. In his sculpture, Space
Elephant, Salvador Dali depicts an
elephant with long, thin legs, as he
did in his famous 1946 painting,
The Temptation of Saint Anthony,
which showed four elephants with
long, spindly, fragile legs. Such thin
legs would never support a flesh-
and-blood creature of elephant-like
size.

(Figure 3.32). Why? We know that, at least for elephant-sized creatures made of
flesh and blood, legs like that would be too fragile to support the immense bulk of
the body held high above.

Indeed, if we look at leg size (diameter) relative to body mass, we see that
mammals, from the tiny pygmy shrew to the massive African elephant, conform to a
tightly defined relationship between body mass and leg diameter. Figure 3.33 plots
the diameter of the femur against total body mass for different species of mammals
(Alexander et al. 1979). All of the mammals measured lie along a tight line across
a millionfold difference in body mass. Why is this? Why has natural selection not
chosen some solutions somewhere off this line? Is it an accident of history or is there some
physical constraint that shapes the relation between body mass and femur diameter?

All else being equal, organisms with longer, thinner legs will be faster and
lighter. So, perhaps we should not be surprised that there are no organisms with
small bodies and thick legs. But why don’t we see the converse—organisms with
large bodies and thin legs as illustrated by Dali? We can find the answer in the
simple scaling laws of support structures, as illustrated in Figure 3.34. Looking
at an ensemble of similarly shaped organisms, notice first that body mass increases
with the third power of size (for example, measured as body length or height): mass
~ size’. But the strength (that is, the ability to resist compressional stress) of a
supporting structure is proportional to its cross-sectional area, which scales with
the second power of size: cross-sectional area ~ size”.
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FIGURE 3.33 Femur size and body mass. Femur diameter exhibits a tight relationship with body
mass for mammals ranging in size from the 3-gram pygmy shrew to the 5000-kilogram elephant.
Both the x and y axes are plotted on a logarithmic scale. Adapted from Alexander et al. (1979).
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FIGURE 3.34 Elephants require proportionally thicker legs. Body mass scales with the third
power of size, but support strength scales with the second power of size. As a result, larger animals
such as elephants require proportionally thicker legs than small animals such as elephant shrews.
This physical scaling relationship underlies the pattern illustrated in Figure 3.33.

Because of this scaling relationship, legs must get proportionally thicker, relative
to size, as an animal gets larger. Thus, it is not that we cannot have creatures with
the relative proportions of Dali’s elephant; it is merely impossible to have elephant-
sized creatures of these proportions. The harvestman arachnids (sometimes called
daddy longlegs) and Pholcus spiders provide examples of how, at tiny size scales,
natural selection can produce creatures with a limb geometry akin to that of Dali’s

elephant (Figure 3.35).

FIGURE 3.35 Harvestman and cellar spider. Arachnids show us that the relative dimensions

of Dali’s elephant—a large body on long, tiny legs—are not impossible in and of themselves. The
problem is having these dimensions at the size of an elephant. (A) The harvestman (order Opiliones)
is not a true spider. (B) The cellar spider (Pholcus sp.) is a true spider.
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Selection, no matter how strong, is hard pressed to overcome the sort of physical
constraints we have discussed. We see this in striking fashion with thoroughbred
racehorses, which for centuries have been bred for the extreme speed that comes
from having long, thin limbs. There has been sufficient genetic variation to allow
breeders successfully to change the leg geometry of these horses—but at the
cost of breeding horses that do not stand up particularly well in the real world.
Thoroughbred horses suffer an extraordinary rate of limb fractures and other
musculoskeletal injuries, and lameness afflicts a high proportion of racehorses.
Epidemiological studies from several U.S. states indicate that in a single race, a horse
has a greater than 0.1% chance of dying because of catastrophic musculoskeletal
injury (Stover 2003).

Evolutionary Arms Races

Another important reason why organisms are not perfectly adapted to their
surroundings is that their surroundings do not present a stationary “target” to
which natural selection can optimize their phenotype. The abiotic environment
changes over geological timescales: Ice ages come and go, oxygen concentrations
rise and fall, continents shift, and temperatures fluctuate. Natural selection may
produce organisms with adaptations to many of these slow changes, but there are
faster changes in the abiotic environment as well. Conditions vary from season
to season; on a slightly longer timescale, some years are drier or wetter, hotter or
colder than others. But even more important evolutionarily are the changes in the
biotic environment. Much of what is significant about an organism’s environment
is provided by other organisms, who themselves are evolving by natural selection as well.
It is to this topic that we now turn.

Let us look at a couple of examples in which evolutionary change in one species
can affect selective conditions for a second species—a phenomenon known as
coevolution (Chapter 18). As a case in point, why are almost all organisms—
ourselves included—vulnerable to infectious diseases? Why haven’t we evolved
better defenses against pathogens? We will explore this question in further detail
in Chapter 20, but let us now briefly consider just one of the major reasons: We
have not evolved impenetrable defenses against pathogens because our pathogens
are evolving, too. As a pathogen’s osts evolve to deter or fight off infection more
effectively, natural selection on the pathogen population intensifies, favoring
variants that are able to elude the host’s defenses.

The simultaneous action of natural selection on each side of the host—pathogen
interaction is known as an evolutionary arms race, analogous to the bilateral
weapons buildup that characterized the Cold War between the United States and
the Soviet Union. Each side is continually selected for new weapons or new defenses
that enable it to hold its own against the other.

We see a similar evolutionary arms race in the interaction between predators and
prey. Prey are selected to become increasingly effective at escaping their predators;
their predators in turn are selected to become increasingly good at capturing these
ever-more-elusive prey. The prey is not always able to escape, and the predator is
not always able to capture its mark because they are locked into a coevolutionary
struggle. We will explore the coevolutionary process in detail in Chapter 18.
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Natural Selection Lacks Foresight

A third reason why organisms are not perfectly adapted to their environments is
that the process of natural selection lacks foresight. Natural selection has no way
of anticipating the future beyond reacting to the past and the present, nor can
it plan ahead by multiple steps. Selection favors changes that are immediately
beneficial, not changes that may be useful at some time in the future. Thus, if
a new structure is to arise by natural selection alone, every step along the way
must be favored.

To get a sense of just how difficult it can be to evolve major new structures
by incremental changes, consider the following challenge. Suppose that we play
a game in which we are given an old jalopy and a warehouse full of auto parts.
Our goal is to convert the jalopy into a sleek and powerful race car—but there is
a catch. Each time we swap even a single part on the car, the rules state that the
car has to be in running condition. Worse yet, after each swap, we have to be able
to drive the car around a racetrack in faster lap time than it could achieve prior to
the swap. This certainly restricts our options for how we do the work. We cannot,
for example, strip the entire car down and change the whole transmission or the
whole engine in one major overhaul. Instead, we have to find a path of gradual
changes, switching single bolts and single belts and single pistons one by one,
always improving the lap times, and eventually producing the race car.

Natural selection has to do something similar as body plans change and new
structures evolve. Those evolutionary changes that arise by natural selection tend
to make the organism more fit than it was before the changes took hold. And,
of course, natural selection doesn’t have intentionality; it does not have a goal
or target “in mind.” We could even say that, in our metaphor of the race car,
the player doesn’t know what the parts are or what they do. The player simply
tinkers with the car, making little changes, keeping those that make the car faster,
discarding those that do not.

Despite these difficulties, this problem is not insurmountable. There may be a
sequence of single part swaps that enables the car to go from jalopy to race car, always
reducing the lap times. This may require that some parts of the car change functions.
For example, rather than fashioning a spoiler from scratch, we might build it out of
another part of the car. Perhaps we might convert the lid of the trunk into a spoiler.
Why not? Race cars don’t need a trunk for carrying luggage. Another possibility is
that we might add new parts to the jalopy before removing old ones. We could add
disc brakes before removing the current drum system. We could even add parts that we
would later remove entirely; we could add structural supports to carry the car through
some of the intermediate stages, and then remove them later to reduce weight.

Natural selection can take analogous paths on the way to evolving new
structures. And, of course, natural selection is not the only evolutionary process
operating; as we will see in later chapters, mechanisms including genetic drift,
genetic hitchhiking, and many other processes also play important roles in
determining the direction of evolutionary change. Thus, new structures can arise
from a combination of selective and nonselective processes.

We have seen how the process of natural selection requires three components—
variation, heritability, and fitness differentials. When a trait has been under
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SUMMARY

natural selection for a specific function in a specific population, and that trait
serves the same primary function or functions today as it did in the past, we call
it an adaptation. Adaptations can be studied both in the wild, as we saw with
oldfield mice, guppies, and cliff swallows; and in the laboratory, as we discovered
in our discussion of cell size and temperature sensitivity in E. co/i. Through the use
of studies that have ranged from the scale of the molecule to the whole organism,
we have also explored various ways that the evolutionary process can lead to
complex traits, such as the vertebrate eye and the aldosterone—M receptor pairing
both through classic step-by-step adaptation for a specific function and through
exaptation. We have also seen that constraints limit the power of selection.

We now shift our emphasis from natural selection and the adaptations it
produces to phylogeny and common descent in Chapters 4 and 5.

. Evolution by natural selection is the inevitable conse-

quence of three simple conditions: variation, inheritance,
and differential reproductive success.

. Natural selection does not act directly on genotypes: It

operates on phenotypic differences among the individuals
in a population.

. Evolution by natural selection is a process by which the char-

acteristics of a population—not those of an individual—
change over time.

. The fitness of a trait or gene is defined as the expected

reproductive success of an individual with that trait or
gene relative to the reproductive success of other members
of the population.

. An adaptation is an inherited trait that makes an organ-

ism more fit in its abiotic and biotic environments and

which has arisen because of the direct action of natural
selection for its primary function. An exaptation is a trait
that serves one purpose today but served a different func-
tion in the past.

. Evolutionary processes can be observed and manipulated

in real time in the field and in the laboratory.

. The process of natural selection operates on physical struc-

tures in the material world, and as such is constrained by the
same physical and mechanical laws that limit the realm of
possibility for human engineers.

. The process of natural selection has no way of anticipat-

ing the future, nor can it plan ahead. Selection favors
changes that are immediately beneficial, not changes that
may be useful some time in the future.

KEY TERMS

adaptation (p. 78)

antagonistic pleiotropy
(p- 89)

coevolution (p. 104)

differential reproductive success

(p. 67)

evolutionary arms race
(p. 104)
exaptation (p. 79)

life history strategy (p. 80)
marker gene (p. 85)

norm of reaction (p. 70)
gene duplication (p. 97) pleiotropic genes (p. 89)
trade-off (p. 81)

variation (p. 67)

gene sharing (p. 97)
inheritance (p. 67)



REVIEW QUESTIONS

Suggested Readings

1. What are the three conditions necessary for natural selec-
tion to occur? Explain why each is necessary for evolution
by natural selection.

2. What is a norm of reaction?
3. Define the term fitness as used by evolutionary biologists.

4. What trade-off led to differences in guppy life history
between high- and low-predation sites?

5. Explain how Lenski and Travisano’s experiment with rep-
licate lines of E. coli revealed limits to how predictable
evolution by natural selection is.

KEY CONCEPT APPLICATION QUESTIONS

6. Explain why a lack of variation can constrain evolution
by natural selection.

7. Give an example of an evolutionary arms race.

8. Describe two different pathways by which complex traits
can arise through natural selection.

9. Figure 3.3 shows how the heights of yarrow plants
depend on genotype and environment. Redraw the data
from this figure for genotypes 1-4 as a set of norm of
reaction curves, analogous to those shown in Figure 3.4.

10. A norm of reaction maps the way that genes are expressed
in different environments. Distinguish this from the
Lamarckian idea of the “inheritance of acquired charac-
teristics” that we discussed in Chapter 2.

11. How has experimental evolution—along the lines of the
E. coli experiment we discussed—revolutionized the sorts
of questions evolutionary biologists can now test?

12. Jacques Monod said that evolution operates like a
“tinkerer.” What do you think he meant by this?

13. Explain how it can be true that natural selection acts on
phenotypes, but the result of natural selection is often mea-
sured in terms of changes to gene frequencies?

14. As shown in the illustration that follows, unicellu-

lar swimmers (A) lack the streamlined form of large

SUGGESTED READINGS

swimming vertebrates (B). Why do unicellular swim-
ming organisms have a very different body shape than
that of swimming vertebrates?

30 @@,

Flagellate Amoeboflagellate Amoeba
Shark Ichthyosaur Dolphin
(fish) (reptile) (mammal)
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< A branching quiver tree (Aloe dichotoma)

Phylogenies Reflect
Evolutionary History

Reading Phylogenetic Trees
Traits on Trees
Homology and Analogy

Using Phylogenies to
Generate and Test Evolutionary
Hypotheses

in Namibia's NamibRand Nature Reserve.

he world is filled with a bewildering diversity of forms,
and nowhere is this more true than in the biological domain (Figure 4.1).
To make sense of the world with all of its variation, we categorize the objects
in it—but this is a difficult endeavor in its own right. What is the best way
to break up the infinite variety out there in the world into a set of discrete
categories? The Argentine writer Jorge Luis Borges describes one fanciful
approach, as taken in a fictional Chinese encyclopedia known as the Celestial
Emporium of Benevolent Knowledge:

In its distant pages it is written that animals are divided into (a) those that
belong to the emperor; (b) embalmed ones; (c) those that are trained; (d) suckling
pigs; (e) mermaids; (f) fabulous ones; (g) stray dogs; (h) those that are included
in this classification; (i) those that tremble as if they were mad; (j) innumerable
ones; (k) those drawn with a very fine camel’s-hair brush; (1) et cetera; (m) those
that have just broken the flower vase; (n) those that at a distance resemble flies.
(Borges 1964)
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FIGURE 4.1 An artist’s view of
biodiversity. A detail of Henri
Rousseau’s painting Exotic Landscape
(1910; left) and his painting The
Merry Jesters (1906; right).

To most of us, this classification scheme seems strange and disorienting—and
that was exactly Borges™ intent. But what is the “right” way to divide up the
diversity of living things?

Evolutionary biology provides an answer to this question. A bit of history
shows how. The basic Linnacan taxonomy and resulting system of scientific
names that biologists have used for nearly three centuries did zot derive from
evolutionary thinking. The taxonomic system was developed by Carolus
Linnaeus (1707-1778), a Swedish botanist, zoologist, and physician who wrote
Systema Naturae. This taxonomy has proved so very useful because of Linnaeus’
insight that organisms can be arranged in a hierarchical classification. Linnaeus
recognized that not only can we assign species or subspecies to groups of highly
similar organisms, but we can also array these groups of similar species into larger
groups of moderately similar organisms, and these larger groups can in turn be
categorized into yet larger groups of somewhat similar organisms, and so forth,
until we have accounted for all living things. It was a remarkable insight, but
Linnaeus came to this realization without having a theoretical basis for why these
hierarchical patterns of similarity should exist. As we discussed in Chapter 2,
Darwin provided the answer for why these patterns are seen. He recognized that
an evolutionary process of branching descent with modification would generate
nested hierarchies of similarity as the natural results of phylogenetic history.
Not only did Darwin’s idea of a branching pattern of descent with modification
provide a theoretical foundation for the hierarchical patterns Linnaeus suggested,
but also Darwin’s approach led to changes in the classification of many species,
genera, and families.

German biologist Willi Hennig (1913—1976) eventually revisited the problem
of taxonomy using Darwin’s ideas and, in doing so, established the modern
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approach to classification (Zuckerkandl and Pauling 1962; Hennig 1966). The
title of Hennig’s classic 1966 book—Phylogenetic Systematics—is instructive because
it emphasizes that in addition to documenting evolutionary history, phylogenetic
trees can help us classify, or systematize, the world we see around us. We could
classify organisms in many ways; for example, by how large they are, by where
they live, or by their morphology. But in phylogenetic systematics, we classify
organisms according to their evolutionary histories—and phylogenetic trees are
our way of representing these evolutionary relationships.

Our goal in this chapter is to introduce the central role of phylogenetic thinking
within evolutionary biology. In so doing, we will address the following questions:

= How do we read and interpret a phylogenetic tree?

= How do phylogenetic trees help us make sense of—and classify—the
diversity of life?

= How do phylogenetic trees help us understand the evolutionary
origin of similarities among species and differences between species?

= How do we map traits onto phylogenetic trees to generate and test
hypotheses about evolutionary events?

4.1 Phylogenies Reflect Evolutionary History

One of the principal aims of modern evolutionary biologists is to reconstruct and
understand patterns of common descent and to use knowledge about the patterns
of descent to understand the evolutionary events that have transpired throughout
the history of life on Earth. This is the study of phylogeny—the branching
relationships of populations as they give rise to multiple descendant populations
over evolutionary time.

On a grand scale, the study of phylogeny allows us to reconstruct the tree of
life—the historical relationships that connect all living things—and to understand
the major events in evolutionary history. On a narrower scale, we may be interested
in understanding the history of descent and the relationships among genera within
a family of organisms, among species within a genus, or even among populations
of a single species (Figure 4.2). Doing so requires taking a historical perspective
and probing for evidence of common ancestry and for information that sheds light
on how various species are related to one another (Box 4.1).

The study of phylogeny rests on our observations of characters displayed by
organisms. Characters can be any observable characteristics of organisms; for
example, they may be anatomical features, developmental or embryological processes,
behavioral patterns, or genetic sequences. Coat color, for example, is a character.
Traits, or character states, are the specific values of a character. “Brown coat” and
“white coat” are possible traits for the coat color character. Until the major advances
in molecular genetics that occurred in the 1970s, almost all characters used in the
study of phylogeny were morphological or anatomical—bone length, tooth shape,
and so on. With the advent of molecular genetics, actual DNA sequences are now
the most common characters used to reconstruct phylogenies of extant organisms.
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FIGURE 4.2 Phylogenies at different scales. (A) The tree of life
represents the historical relationships among all living things. The
entire animal kingdom is contained in the tiny highlighted branch
on the left side of the Eukaryotes. Adapted from Baldauf et al. (2004).

(B) A phylogeny of vertebrates. Adapted from the Center for North
American Herpetology (2010). (C) A phylogeny of Mycobacterium
tuberculosis isolates from human patients, with geographic origins
indicated. Adapted from Comas et al. (2010).

KEYCONCEPT QUESTION

4.1 Based on Figure 4.2A, why do you think it has been harder to develop drugs to
control fungal infections than it has been to develop drugs to control bacterial infections?




4.1 Phylogenies Reflect Evolutionary History

BOX 4.1 What Is the Difference between
a Pedigree and a Phylogeny?

If you have ever studied your own family history, you may
have come across diagrams known as family trees or pedigrees. An
example is shown in Figure 4.3.

In some ways, pedigrees may seem very much like phyloge-
nies. Both represent patterns of ancestry using treelike branch-
ing diagrams. But there are important distinctions. A pedigree
tells us about the ancestry of individuals, whereas most phy-
logenies tell us the ancestry of populations. Thus, the nodes in
a pedigree represent individuals, while the nodes in a phylog-
eny typically represent populations. Moreover, because every

individual of a sexual species has two parents, each node in a
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pedigree has two immediate ancestors (mother and father) and
can leave any number of immediate descendants. By contrast,
in a conventional phylogeny, we assume populations sp/iz in
two, but never recombine. Thus, in a phylogeny, each node has
a single direct ancestor and two direct descendants (if any). As
a result, a pedigree tends to expand as one looks backward in
time: two parents, four grandparents, eight great-grandparents,
and so forth. By contrast, a phylogeny expands as we move for-
ward in time. Both are often drawn in a fanlike shape, broad at
the top and narrow below; by convention, time typically runs

downward in a pedigree and upward in a phylogeny.
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FIGURE 4.3 Pedigrees. The ancestry of King Charles II of Spain. Males are indicated as green
squares, and females are indicated as orange circles. This pedigree shows an exceptional degree of
inbreeding—mating among close relatives—which was doubtless responsible for the severe genetic
disorders that crippled Charles II, the last of the Spanish Habsburgs (Alvarez et al. 2009). Adapted

from Wikimedia Commons (20006).
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FIGURE 4.4 Characters and
trees. We use traits both to
reconstruct phylogenetic trees and
to generate hypotheses about the
timing of events in evolutionary
history. (A) One set of characters—
here genetic sequence data—is used
to infer a phylogenetic tree for the
species of interest. (B) A second
set of characters, here flower color
and morphology, are mapped onto
the tree, helping us to reconstruct
evolutionary events. The origin

of the orange flower coloration is
indicated by the orange horizontal
bar. The origin of the novel flower
shape is indicated by the black
horizontal bar.
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Traitsare critical in the study of phylogeny for two reasons: (1) We use observations
of traits to infer the patterns of ancestry and descent among populations. We then
represent these patterns in graphical form as a phylogenetic tree. (2) By mapping
additional traits onto a phylogeny we have already created, we can study the
sequence and timing of evolutionary events (Figure 4.4).

Both the process of reconstructing trees and the process of mapping evolutionary
events onto preexisting trees generate hypotheses. A phylogenetic tree is a
hypothesis about evolutionary relationships. The location and order of evolutionary
events on a tree is likewise a hypothesis about the way that evolutionary history
has unfolded. As with any scientific hypothesis, these hypotheses are tested and are
subject to refinement or refutation. When new evidence is obtained, we test our
current phylogenetic trees, or our current inferences about evolutionary events,
against this new evidence to see whether our previous hypotheses are consistent
with the new findings. If they are, the phylogenetic trees that we have constructed
remain our working hypotheses; if they aren’t, we reevaluate and modify the trees
given our new evidence. All of science operates in this fashion, and the study of
phylogeny, while focused on past events, is no different.

In most instances, we cannot replicate the historical conditions or events in
which we are interested, but we can look at how different past scenarios make
different predictions about current observations. We can test these predictions by
looking at new data and seeing which of the past scenarios best explains these new
observations. While we can uncover new data simply by looking in new places, as
does a paleontologist who uncovers a new fossil, we often obtain new data through
the use of new technologies.

One of the most striking examples of this comes from Darwin’s predictions
regarding the patterns of phylogenetic relatedness across the tree of life. Darwin
inferred the patterns of common ancestry without a mechanistic understanding
of genes, DNA, or heredity. His hypothesis about past events—the patterns of
common ancestry of all living things—made a strong prediction that later became
testable. Once DNA was identified as the carrier of hereditary genetic information
and the revolution in molecular genetics allowed researchers to read off this
information by DNA sequencing, scientists had a vast body of new data with



which to test Darwin’s hypotheses about ancestry. If Darwin’s theory of descent
with modification is correct, patterns of DNA sequence similarity should reflect
the patterns of common ancestry that have been inferred from other evidence,
such as morphological characters, fossil evidence, and phylogeography. We would
not expect such patterns of DNA sequence similarity under hypotheses of special
creation or independent parallel formation of lineages followed by inheritance
of acquired characteristics, as Lamarck proposed (Chapter 2). It has been a major
triumph for evolutionary biology that the enormously rich data about genetic
sequences, although entirely unknown to Darwin, strongly support the patterns of
common ancestry he proposed.

4.2 Reading Phylogenetic Trees

Before going further, let us explore how to read a phylogenetic tree. The trees in
Figure 4.5 shows the pattern of evolutionary relationships among the vertebrates.
In these phylogenies, each branch tip represents a group of related organisms, or a
taxon. These phylogenies shows the relationships among such taxa (the plural of
taxon) as birds, crocodilians, and mammals. Figure 4.5 shows two different ways of
conveying exactly the same information: In Figure 4.5A, the phylogeny is drawn in
tree format, as a set of nested rectangular brackets; in Figure 4.5B, the same phylogeny
is illustrated in a slanting structure known as ladder format (Novick and Catley
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FIGURE 4.5 Two equivalent ways
of drawing a phylogeny. The two
phylogenies of the vertebrates
shown each illustrate exactly the
same information. The phylogeny
on the left (A) is sometimes referred
to as a free representation, whereas
that on the right (B) is termed a
ladder representation. In each, time
flows from left to right, so that the
branch tips at the right represent
current groups, whereas the znterior
nodes (nodes on the inner section of
the tree) represent ancestral popula-
tions. For example, the red dot indi-
cates the common ancestor of birds
and crocodilians, whereas the blue
dot indicates the common ancestor
of all tetrapods. The orange line
segment is the root of the tree, the
ancestral lineage from which all
other lineages on the tree are de-
rived. Adapted from the Center for
North American Herpetology
(2010).
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FIGURE 4.6 Interior

nodes represent common
ancestors. Finding the common
ancestor for a group involves tracing
backward in time. Follow the
dashed lines to see the common
ancestors of different groups in this

phylogeny.

FIGURE 4.7 Rotating around
any node leaves a phylogeny
unchanged. Imagine that a
phylogenetic tree was constructed
of balls for nodes and sticks for
branches. One could rotate any node
180° in space without changing the
structure of the tree itself. The tree
may look different, but notice that
the relationships between nodes
remain unaltered by the rotation.

5 6 7 8 9 2007, 2013). These two ways of
\
\‘\ \ | O drawing a phylogeny are entirely
\ 1 N 7 . .
N R A interchangeable, and typically
N [ B2 .
A4S a phylogeny will be represented
~ . .
‘& Hypothetical | using one (but not both) of these
common . . .
ancestor to equivalent approaches. Similarly,
8and 9 orientation of the tree does not
matter: Phylogenetic trees can
Hypothetical .
i be drawn with d.le root at t.he left
t06,7,8 and 9 and the branch tips at the right as

in Figure 4.5A or, equivalently,
with the root at the bottom and the branch tips at the top as in Figure 4.6. It makes
no difference to the meaning of the tree. Trees can even be drawn with the root at the
right and the tips at the left or with the root at the top and the tips at the bottom,
although we seldom see these orientations in practice.

The branch points where the tree splits are called nodes. These represent common
ancestors to the species (or, more generally, taxa) that come after the splitting or
branching point. All branch tips arising from a given node are descendants of the
common ancestor at that node. For example, in Figure 4.5 the red dot highlights
the node representing the common ancestor of birds and crocodilians, and the
blue dot indicates the common ancestor of all tetrapods. To find the most recent
common ancestor of two or more species, then, we can simply trace backward
along the tree until the branches leading to these species converge. Figure 4.6
illustrates this idea. At the base of the tree, indicated in orange in Figure 4.5, we
see the root—the common ancestors to all the species on the tree.

It is important to recognize that each interior node in a phylogenetic tree
represents a population that existed at some time in the past, rather than a present-
day population. Thus, the common ancestor of the tetrapods was not identical to
any currently living tetrapod. Rather, evolutionary change has occurred along each
and every branch leading from this ancestor to the species we observe in the world
around us today.

One thing that can be confusing about phylogenetic trees is that any given set
of evolutionary relationships can be depicted in multiple ways. As an example, in
Figure 4.7, notice that you can flip or “rotate” any node on a phylogenetic tree—for
example, reversing the position of the green cube and the orange pyramid—without
changing the evolutionary relationships that the tree represents. If the tree indicates
that any two species A and B are more closely related to each other than to a third
species C before a rotation, it will indicate that they are more closely related to each
other after a rotation as well.

Rotate
this node



4.2 Reading Phylogenetic Trees

As a result, there are a 1 2 3 4 1 2 4 3 1 4 3 2 4 3 2 1 1 3 4 2
number of different ways that - ©] ®
[ ] [ ]
we can draw the very same -
phylogenetic tree, as Figure |
4.8 illustrates. In panel i, we [ i i iv v

see a phylogenetic tree for four

species: 1, 2, 3, and 4. As previously described, however, we can rotate any node—
or any combination of nodes—without altering the evolutionary relationships that
the tree depicts. Panels ii, iii, iv, and v show four equivalent trees generated from
the rotations in panel i.

From this equivalence of trees, we can see that the relative positions from left
to right of the branch tips do not tell us anything about how closely related two
species are. What matters is the distance to the most recent common ancestor. In
panel v, for example, species 1 is immediately adjacent to species 3, whereas species
2 is more distant, left-to-right, from species 3. Yet, as we can see by tracing back
along the tree to the most recent common ancestor, species 3 is more closely related
to species 2 than to species 1.

Clades and Monophyletic Groups

As we mentioned, phylogenetic trees are hypotheses. Figure 4.9 shows two
competing hypotheses for the evolutionary relationships among the mammalian
groups of placentals (for example, elephants), marsupials (for example, kangaroos),
and monotremes (for example, egg layers such as platypuses). Each phylogeny shows
the relationships among these three groups of mammals, along with squamate
reptiles as an outgroup—a taxon that is related to the groups of interest but which
branched off earlier in evolutionary history. Figure 4.9A illustrates the hypothesis
favored by a majority of systematists. Here, marsupials and placentals are sister
taxa—taxa derived from the same node—and they are more distantly related to

A B C

In this phylogeny,
placentals and
marsupials are
sister taxa

In this phylogeny,
marsupials and
monotremes are
sister taxa

_E Placentals Placentals
Marsupials _L Marsupials
Monotremes Monotremes

Squamate reptiles

Squamate reptiles Squamate reptiles

are an outgroup
to the mammals

FIGURE 4.8 Rotating
phylogenetic trees. One can rotate
any node—or any combination of
nodes—in a phylogeny without
changing the structure of the tree.
Thus, all five trees in this row

are identical from a phylogenetic
perspective. The colored dots indi-
cate the nodes that were rotated to
get from panel i to the present tree
in each case.

FIGURE 4.9 Polytomies repre-
sent uncertainty about phyloge-
netic relationships. Two
competing hypotheses for the evolu-
tionary relationships among mam-
malian groups: (A) Marsupials and
placentals may be sister groups or
(B) marsupials and monotremes
may be sister groups. (C) We can
capture the uncertainty about the
relationship among placentals, mar-
supials, and monotremes by repre-
senting the groups as a polytomy.
Adapted from Meyer and Zardoya
(2003).

Uncertainty about
evolutionary relationships
can be represented as a
polytomy
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Monotremata

Metatheria

[l

Eutheria

- Primates Artiodactyla

Carnivora
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L |

Elephants

Manatees @
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Cetaceans

Hippopotamuses
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Pachyderms

FIGURE 4.10 Clades and descent from common ancestor.

A phylogenetic tree comprises a set of nested clades. In this partial mammalian
phylogeny, different colors represent different clades, with the red clade Mam-
malia being the most encompassing of the clades here. The dark green clade
Theria, and the yellow clade Eutheria are nested within clade Mammalia, as
are the other smaller clades such as Monotremata, Metatheria, etc. Thus, a
given species is a member of multiple clades at multiple levels. Adapted from
Springer et al. (2004).

monotremes than they are to each other. Figure 4.9B shows an
alternative phylogeny in which marsupials and monotremes are
sister groups and are more distantly related to placentals. In cases
where the relationships among three or more groups are unresolved,
we can communicate the uncertainty as a polytomy—a node with
more than two branches arising from it (Figure 4.9C).

A key concept in phylogenetic taxonomy is that we can use a
phylogenetic tree to tell us what constitutes “natural” groupings of
organisms. Here, the principal idea is that the natural groupings,
which we call clades, are monophyletic groups (Baldauf 2003). A
monophyletic group is defined as a taxonomic group consisting
of all descendants of the group’s most common ancestor and no
other members. A clade, then, always consists of a group of species
that share a single recent common ancestor. All species that
descended from this ancestor are in the clade, and, furthermore,
all species not descended from this ancestor are zot members of
that clade. Figure 4.10 illustrates a partial phylogeny of the
mammals, made up of a number of clades from small (Canidae,
Felidae) to large (Mammalia). This figure shows how clades are

FIGURE 4.11 Pachyderms as a polyphyletic group. A partial phylogenetic
tree of the mammals shows examples of monophyletic groups. Elephants, mana-
tees, and hyraxes form one monophyletic group (in red); tapirs and rhinoceroses
form another (in purple); and tapirs, rhinoceroses, and horses form a third (in
blue). However, pachyderms—elephants, rhinoceroses, and hippopotamuses—are
not a monophyletic group. Adapted from Murphy et al. (2001).



nested hierarchically just as in Linnaean taxonomy: The clades Canidae and Felidae
are nested within the clade Carnivora, which itself is part of the clade Eutheria,
which is part of the clade Mammalia.

To understand better the concept of a monophyletic group, let us look at how a
group can fail to be monophyletic. Figure 4.11 is another partial phylogeny of the
mammals. In this figure, we see numerous monophyletic groups. For example, the
group “elephants, manatees, and hyraxes” is one such monophyletic group; the group
“tapirs and rhinoceroses” is another; and “tapirs, rhinoceroses, and horses” is yet a third.

But the group of organisms known as the pachyderms—elephants, rhinoceroses,
and hippopotamuses—is not a monophyletic group because it includes neither
the common ancestor of its members, shown at the root of our tree, nor all
descendants of that common ancestor. A disjointed group such as pachyderms is
called a polyphyletic group. Because polyphyletic groups do not represent proper
evolutionary clades, groups such as pachyderms are no longer used in modern
systematics.

There isanother, perhaps more subtle way thata group can fail to be monophyletic.
A paraphyletic group is one that contains the group’s most common ancestor but
not all of its descendants. We turn to yet another tree to illustrate this point. In
Figure 4.12 we revisit our phylogenetic tree of the vertebrates.

Here again we see numerous monophyletic groups; for example, the tetrapod
vertebrates are the monophyletic group that includes birds, crocodilians, turtles,
snakes, mammals, and amphibians. The group fish—Ilampreys, cartilaginous fishes,
ray-finned fishes, and lobe-finned fishes—might seem to be another natural group.
Of these taxa, fish share a common ancestor that we would also classify as a fish. But
not all descendants of that common ancestor are fish; after all, its descendants also
include all of the tetrapod vertebrates, none of which we would call fish. Thus, fish are
a paraphyletic grouping.

Lampreys

Cartilaginous fishes

Ray-finned fishes

Common ancestor
of all fish (and all —
tetrapods)

Lobe-finned fishes

_— Amphibians

FIGURE 4.12 Fish as a
paraphyletic group. The tetrapod
vertebrates (bracketed in green) form
one monophyletic group including Snakes
birds, crocodilians, turtles, snakes,

mammals, and amphibians. Their Common ancestor
unique common ancestor is shown of all tetrapods

at the green dot. Fish—lampreys,

cartilaginous fishes, ray-finned fishes,

and lobe-finned fishes—are not a

monophyletic group. Adapted from

the Center for North American Her-

petology (2010).

Mammals

Turtles

Crocodilians
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4.2 Reading Phylogenetic Trees

Fish is a paraphyletic
group, rather than a
monophyletic group
because it does not
include all descendants of
the common ancestor of
its members

Tetrapod vertebrates is
a monophyletic group
because it includes all
descendants of the
common ancestor of
its members (shown at
the green dot)
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A. tumefaciens

E. coli KEYCONCEPT QUESTION

4.2 Based on the tree in Figure 4.12,
explain why reptiles are not a

R. quintana monophyletic group.
P. aeruginosa
P. diminuta < Rooted Trees and Unrooted
A B Z. ramigera Trees
e R. purpureus Thus far, all of the trees we have looked
A. faecalis at have been what are called rooted trees.
A. xylosoxidans ~ On a rooted tree, the common lineage
C. violaceum P. cepacia from which all the species on the tree
A. eutrophus are derived is indicated at the base of the
N. gonorrhoeae S. volutans tree. As a result, direction in a rooted

FIGURE 4.13 Unrooted tree of
proteobacteria. An unrooted tree
illustrates the evolutionary relation-
ships among the proteobacteria, a
large group of bacteria including
human-associated species such as
Escherichia coli and nitrogen-fixing
species such as Agrobacterium tume-
Jaciens. Because the tree is unrooted,
it does not indicate whether, for
example, interior node A represents
a more recent or less recent popula-
tion than that represented by inte-
rior node B. Adapted from Shin et
al. (1993).

Unrooted tree
1

Rooted trees
1 2 3 4 5 1 2

L1 L]

C. testosteroni tree indicates the passage of time. We see
the arrow of time indicated explicitly in
Figure 4.12. In that figure, as we move from left to right, we are moving forward in
time from the past toward the present.

Most algorithms for inferring phylogenetic trees from character data or DNA
sequences generate unrooted trees. One such tree is illustrated in Figure 4.13. In
contrast to rooted trees, unrooted trees do not fully indicate the direction of time.
Branch tips represent more recent species than those represented by interior nodes
(nodes on the inner section of the tree). But given two interior nodes on an unrooted
tree, we cannot say, based on the tree topology alone, that one node represents a more
recent population than the other. Going from an unrooted tree to a rooted tree—that
is, assigning a root to a tree—requires additional information. We will discuss this
process in Chapter 5.

Given the rooted/unrooted distinction, what exactly is the relation between an
unrooted tree and a corresponding rooted tree or trees? In fact, every unrooted
tree corresponds to a set of rooted trees. Figure 4.14 illustrates an unrooted
tree and several—although not all—of the
corresponding rooted trees.

In principle, we can “root” an unrooted tree at
different points on the tree. Imagine picking up
the unrooted tree of Figure 4.14 at point A, and
pulling this point down until it becomes the root.
Doing so, we are left with the rooted tree labeled
A in the lower panel of the figure. If instead we
pick up the unrooted tree at point B and pull that
point down, we are left with rooted tree B in the
lower panel of the figure. Similarly, if we pick
1 2 3 4 5 uptheunrooted tree at point C, we arrive at the

5
LJ third rooted tree, labeled C in the figure.

FIGURE 4.14 Rooted trees from unrooted trees. An

> —Q
o —

unrooted tree and three corresponding rooted trees. Each
rooted tree is rooted around the labeled point on the
C unrooted tree.



In general, we can root an unrooted tree around any of its branches. Thus, if an
unrooted tree has £ branches, there will be £ corresponding rooted trees. Of course,
assuming our unrooted tree itself is correct, only one of these rooted trees will be
correct in the sense that it accurately reflects the historical sequence of branching
events.

It is important to realize that where we decide to root the tree influences
which clades we hypothesize to be monophyletic. For example, in rooted tree A in
Figure 4.14, species 1, 2, and 3 form a monophyletic group. But in trees B and C,
which correspond to the same unrooted tree, species 1, 2, and 3 form a paraphyletic

group.

Branch Lengths

Many trees, such as the primate phylogeny shown in Figure 4.15A, are shown with
all of the branch tips aligned. Such trees are intended to convey only the pattern
of relationships among the various species displayed. But sometimes we will see
trees drawn with branches of different lengths, as for the primate lentiviruses
shown in Figure 4.15B. In this case, the branch lengths represent the amount of
evolutionary change—measured as the actual or estimated number of changes in
DNA sequence or other characters used to make the tree—that has occurred along
a given branch. In Figure 4.15B, for example, we see that more sequence change
has occurred along the branch leading to HIV-2/B than along the branch leading
to HIV-2/A, indicating a faster rate of evolution in the HIV-2/B clade.

A B

Human
Chimpanzee HIV-1/M/A
Bonobo HIV-1/M/B
Gorilla HIV-1/N
Orangutan SIVcpzPtt/US
Gibbon SIVcpzPtt/Gab1
Syke’s monkey HIV-1/0
Vervet monkey

. SIVcpzPts/Ant
Grivet monkey
Tantalus monkey SlVinoest
Sabeus monkey SIVsun
Patas monkey SIVmnd
L’Hoest monkey SIVagmVerTyo
Sun-tailed monkey SIVagmVer 3

Preuss’s monkey SIVagmVer 155

Mandrill )
Drill SIVagmGri
Sooty mangabey SIVagmTan
Red-capped mangabey HIV-2/A
Macaque HIV-2/B
Yellow baboon SIVsm
Chacma baboon

SIVstm
Colobus

SIVsyk

Langur

4.2 Reading Phylogenetic Trees

FIGURE 4.15 Cladograms and
phylograms. Phylogenies can
indicate evolutionary relationships
only or they can convey information
regarding the amount of character
change that has occurred along each
branch. (A) A cladogram, such as
this phylogeny of the primates, has
the branch tips aligned and indicates
only the evolutionary relationships
among the species shown. (B) A
phylogram indicates evolutionary
relationships and also represents the
amount of sequence change along
each branch by means of differing
horizontal branch lengths. Here we
see a phylogram of primate lentivi-
ruses, including human immunode-
ficiency viruses HIV-1 and HIV-2,
and various forms of simian immu-
nodeficiency virus (SIV). Adapted
from Beer et al. (1999).

The longer branch leading to
HIV-2/B indicates that more
change has occurred on that
branch than on the branch
leading to HIV-2/A
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Oldest fossil ages

Technically, trees that do not have different branch lengths are known as
cladograms, whereas trees that represent evolutionary change with branch lengths
are called phylograms. We occasionally see a third type of tree in which branch
lengths represent actual time rather than the amount of evolutionary change. Such
trees, called chronograms, are most common in paleontology. The chronogram
in Figure 4.16 depicts the evolutionary history of the orchids (Orchidaceae). This
clade arose in the late Cretaceous period. Two of its subfamilies, the Orchidoideae
and the Epidendroideae, underwent rapid bouts of speciation about 60 million
years ago, shortly after the K—P (Cretaceous—Paleogene) boundary (until recently
this was known as the Cretaceous—Tertiary, or K—T, boundary).

Just as we can generate and test hypotheses using the evolutionary relationships
indicated by the structure of a phylogenetic tree, we can also generate and test
hypotheses using the branch lengths on a phylogenetic tree. Stephen Smith and
Michael Donoghue did this in order to study the question of whether a plant’s
generation time affects its rate of evolution (Smith and Donoghue 2008). Ever
since DNA sequence data became widely available, evolutionary biologists have
hypothesized that species with shorter generation times experience more rapid
rates of evolution as measured by changes in DNA sequence (Wu and Li 1985;
Martin and Palumbi 1993). The primary reason is thought to be that germ-line

125

Origin of the -
Orchidaceae

FIGURE 4.16 A chronogram
indicates the timing of evolution-
ary events. In this chronogram,
the rapid speciation of the modern
orchids is dated to just after the
K—-P (Cretaceous—Paleogene) mass
extinction. The relative size of
each clade is proportional to the
number of genera in that clade, as
indicated by the size of the shaded
area. Adapted from Ramirez et al.
(2007).
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cells go through roughly the same number of rounds of replication irrespective of
life span, and thus they have roughly the same opportunity for mutational change
per lifetime. Because short-lived species have a shorter lifetime than long-lived ones,
they have a higher rate of mutational change in the germ line per year.

To test this generation time hypothesis—that the rate of evolution is faster
for shorter-lived species—Smith and Donoghue constructed phylogenetic trees for
five large clades of plants, encompassing more than 7000 species. Because precise
generation time data were not available for these species, Smith and Donoghue
divided the species into two categories: (1) herbaceous plants and (2) shrubs/trees.
Plants in the former category tend to have shorter generation times than those of
plants in the latter category. Smith and Donoghue reasoned that if the generation
time hypothesis is correct, there will be a slower rate of DNA sequence change
along the branches of the phylogeny that represent the long-lived shrubs and trees
than that along the branches that represent the short-lived herbaceous plants.

Smith and Donoghue’s phylogenies are shown in Figure 4.17. In these
phylogenies, herbaceous species are colored in green, whereas trees and shrubs are
colored in brown (the interior branches are colored as well; the authors inferred
the lifestyle—herbaceous or treelike—for each ancestor using a statistical model).
These trees, which look somewhat different from any we have seen thus far, are
rooted trees drawn using a method that lays out the phylogeny in an arc to make
the best use of the space on the page.

Even at a glance, Smith and Donoghue's trees appear to support the generation
time hypothesis: The brown tree-and-shrub branch lengths tend to be shorter
than the green herbaceous branch lengths. Statistical analysis confirms this
impression: The rates of evolution differ significantly between the herbaceous
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FIGURE 4.17 The rate of evo-
lution in short- and long-lived
plants. A phylogeny of five
major plant clades constructed
from DNA sequence data. Her-
baceous species are shown in
green, and shrublike or tree-
like species are shown in brown.
For the herbaceous species, the
branch lengths tend to be longer
and the rates of sequence change
faster. Adapted from Smith and
Donoghue (2008) by permission
of AAAS.
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FIGURE 4.18 Spectral sensitivity
of the human cone opsins.
Normalized spectral sensitivity

of the short-, medium-, and
long-wavelength opsins found in
human cones.

groups and the treelike groups. Indeed, the herbaceous groups have median rates
of evolution 2.7 to 10 times as high as the median rates in shrub and tree species.

KEYCONCEPT QUESTION

4.3 Figure 4.17 presents phylograms of several plant groups, colored to indicate
whether they are herbaceous (green) or shrublike/treelike (brown). Within the group
Commelinids, do the shrublike/treelike species form a monophyletic group? How
about in the Dipsacales? The Apiales? In each of these three clades, if the shrublike/
treelike species are not a monophyletic group, explain why not.

4.3 Traits on Trees

If a phylogenetic tree represents a hypothesis about the evolutionary history of a
set of populations, then by looking at where a given trait appears on a tree, we can
generate a hypothesis about when and how this trait has evolved. To get a feel for
how we can place traits on a tree and then make inferences about the evolutionary
history of these traits, we will begin with an example in which we look at the
evolution of color vision in vertebrates.

Opsins are the visual pigments that facilitate color vision. It is because we have
several different opsins that respond differently to various wavelengths of light that
we can distinguish among a spectrum of colors. Humans, for example, have three
different cone opsins: a short-, a medium-, and a long-wavelength opsin, with peak
sensitivities in the indigo, green, and yellow regions of the color spectrum, respectively.
The spectral sensitivity of these human cone opsins is illustrated in Figure 4.18.

Figure 4.19 shows a hypothesis for the evolutionary history of cone opsins in
tetrapod vertebrates. At the tips of the tree are a number of representative tetrapod
groups: squamate reptiles, birds, rodents, New World primates, baboons, and
humans. The presence or absence of each kind of opsin is a character that we can
map onto the tree. Shown along with each branch tip are the cone opsins present
in that group. Thus, we see that humans and baboons are trichromats with three
different cone opsins; rodents and New World primates,

1.0 .
Short Medium

0.8

0.6

Absorbance

0.4

0.2

400 450 500 550 , _ -
Wavelength (nm) These evolutionary losses were perhaps associated with

Long wavelength, = the nocturnal lifestyle of the early mammals, which had
low frequency limited use for color vision (Goldsmith 1990). After the

Short wavelength,
high frequency

Long like most other mammals, are dichromats with only two
different cone opsins; birds and squamate reptiles are
tetrachromats with four different cone opsins. At the base
of the tree, we see the hypothesized state of the common
ancestor to these groups: The figure indicates that the
common ancestor was most likely a tetrachromat like the
birds and lizards.

In addition to placing traits at the tips and root of the
tree, we can indicate where along the branches of the tree we
think each trait has arisen or has been lost. Along the branch
leading from the common ancestor to the mammalian
clade, we see the loss of two medium-wavelength opsins
(the dark-blue and light-blue triangles in Figure 4.19).
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divergence of the New World primates and Old World primates (including humans
and baboons), we see the gain of a new medium-wavelength opsin (the green triangle
in Figure 4.19) due to the duplication and subsequent divergence of the gene coding
for the long-wavelength opsin. This addition is thought to have been favored because
it allowed primates better to detect and identify ripe fruit or tender young leaves,
each of which may have a reddish cast (Surridge et al. 2003).

Thus, by placing traits on a tree that we have already constructed using other
data, we represent a hypothesis about the evolutionary history of those traits and
the species in which they occur.

4.4 Homology and Analogy

When we look at the range of living forms that populate our planet, we notice not only
the vast diversity, but also many similarities that are shared across species and larger
groups of organisms. Some—but not all—of these similarities are the consequence of
shared ancestry. Others are the consequence of natural selection operating in similar ways
on divergent groups of organisms. If we want to use similarities among organisms to
deduce the historical relationships among them, we need to distinguish between these
two basic sources of similarity—homology and analogy—in the traits of different species.

A homologous trait is a trait that is found in two or more species because those
species have inherited this trait from an ancestor. All female mammals produce milk for

4.4 Homology and Analogy

FIGURE 4.19 Evolution of
tetrapod visual opsins. Evolution-
ary history of the tetrapod visual
pigments known as opsins. Each
triangle represents a particular
visual pigment that facilitates color
vision, with colors indicating peak
spectral sensitivity. While a di-
chromat ancestor would be equally
parsimonious based on only the data
shown here, other lines of evidence
reveal that the ancestral tetrapod
likely had four opsins. Two were
subsequently lost along the lineage
leading to mammals, perhaps be-
cause early mammals were nocturnal
and had limited use for color vision.
In the Old World primate lineage
leading to baboons and humans, a
new opsin was gained because of a
gene duplication of the long-wave-
length opsin. Adapted from Frentiu
and Briscoe (2008).
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Wings are a their young, and they all possess this homologous

homologous trait in trait because mammals share a common ancestor

butterflies and true flies that produced milk. Similarly, all vertebrates

have a vertebral column because the common

5 ancestor to vertebrates had a vertebral column (or
f‘?ﬁ 45 v something like it).
e N f; In contrast to homologous traits, analogous
i .
: traits are shared by two or more species, not
Lepidoptera Diptera Zygentoma Myriapoda Crustacea because of a history of common descent, but

instead because some other evolutionary process,
usually natural selection, has independently
fashioned similar traits in each species. Figures
4.20 and 4.21 illustrate phylogenies that
contain homologous and analogous traits.

Wings — Recognize that when considered by itself, a
given trait of a single species cannot be said to be
homologous or analogous. These terms refer to
the comparison between a trait of one organism
and a similar trait of another. As illustrated in

FIGURE 4.20 H |
omo odols Figures 4.20 and 4.21, wings are homologous if

traits. Butterflies and true flies both

exhibit wings because their common we are making a comparison between butterflies
ancestor had wings. Thus wings and true flies, but they are analogous if we are making a comparison between moths
area homogolous trait in these two and hummingbirds.

groups.

Both homologous and analogous traits are used as evidence for Darwin’s theory of
evolution by natural selection—Dbut they are typically used as evidence for different
parts of the theory. The presence of homologous traits indicates that species have

Adaptations for hovering to feed
from flowers are analogous traits

Chordates  Echinoderms  Arthropods Annelids Mollusks

FIGURE 4.21 Analogous traits. The hummingbird
(A) and the hummingbird hawk-moth (B) share a large
number of analogous characteristics that facilitate their
similar feeding strategies. Both have stocky rounded
bodies, short wings, a short tail, and elongated mouth-
parts, for example. (C) However, these species are sepa-
rated by a vast phylogentic divide. Hummingbirds are
chordates; hummingbird hawk-moths are arthropods.
Their common ancestor would not have had wings, let
alone the morphological specializations for hovering and
consuming nectar. Thus these shared hovering adapta-
tions are analogous traits—they evolved separately in the
two lineages leading to these two species.



a shared ancestry and thus supports Darwin’s hypothesis that all organisms have
descended from one or at most a few common ancestors. The presence of analogous
traits reveals that natural selection generates structurally or functionally similar
solutions to similar problems, often many times in parallel. This provides support
for Darwin’s hypothesis that the process of natural selection leads to organisms
that are well adapted to their environments—and that natural selection can act as
a creative force in generating these adaptations.

A discussion of homology and analogy leads us to the concepts of divergent and
convergent evolution. Divergent evolution occurs when closely related populations
or closely related species diverge from one another because natural selection
operates differently on each of them. We have already seen a striking example of
divergent evolution in the coat color variations of the oldfield mouse Peromzyscus
polionotus (Chapter 3). Inland, where the mice must hide against dark soils, dark coat
coloration has evolved. In dune habitats along the coast and on the barrier islands,
where mice must hide against light soils, lighter coat colors have evolved.

Convergent evolution occurs when two or more populations or species
become more similar to one another because they are exposed to similar selective
conditions; that is, convergent evolution leads to analogous traits in whatever
populations or species we are examining. We can again look at coloration for an
example of convergent evolution. This time, however, rather than comparing the
coloration of mice in one habitat to that of mice in another, we will compare the
coloration of pocket mice (Chaetodipus intermedius and Perognathus flavescens) in
various habitats to the coloration of fence lizards (Sceloporus undulatus) in those
same habitats (Hoekstra 2006; Rosenblum et al. 2010). Within a span of less
than 20 miles in the Tularosa Basin of New Mexico, we see three distinctly
different soil types: light-colored dunes, mid-toned desert grasslands, and
dark lava fields. The mouse and lizard inhabitants of these areas have evolved
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4.4 Homology and Analogy

FIGURE 4.22 Convergent
evolution for coloration. Fence
lizards and pocket mice have
evolved similar patterns of cryptic
coloration in each of three different
habitats.
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remarkably similar coloration patterns that render these animals hard to detect
against their surroundings (Figure 4.22).

A second example of analogous traits arising by convergent evolution comes
from the poison frogs of Central and South America, a group of species famous
for providing the poisons used on dart tips by indigenous hunters. Many of these
frog species have aposematic coloration: They are highly conspicuous with bright
warning colors that advertise their toxicity (Figure 4.23).

Historically, biologists have considered the origin of aposematism to be a difficult
evolutionary step (Fisher 1930). It poses something of a chicken-and-egg problem:
without predators that know to avoid the warning colors, aposematic coloration
increases predation rather than decreasing it. But until warning colors are common,
the predators cannot learn to avoid them. So which came first, the warning colors or
the informed predators? To resolve this apparent paradox, researchers had hypothesized
that the aposematic poison frogs compose a monophyletic clade, with a single origin of
both toxicity and warning colors. But when Juan Santos and his colleagues constructed
a detailed phylogeny of the dendrobatid frogs using DNA sequence data, they found
something surprising: Aposematic coloration and toxicity were polyphyletic (Santos et
al. 2003; Summers 2003). The combination of toxicity and bright coloration evolved
multiple times within the family Dendrobatidae (Figure 4.24).

If we used these analogous traits in building a phylogenetic tree of these frogs,
we might incorrectly infer too close a phylogenetic relationship between various
aposematic species. Indeed, this is exactly what happened in previous phylogenies
of this group: The presence or absence of toxicity and of aposematic coloration were
used as a single character to construct the tree. As a result, the aposematic species
were clustered together in the phylogeny, and from this, researchers incorrectly
inferred that warning colors and toxic skin were monophyletic. This is one reason
why it is important to use multiple characters when developing phylogenetic trees.

KEYCONCEPT QUESTION

4.4 Figure 4.12 in Section 4.2 illustrates a phylogenetic tree of the vertebrates.
Based on this tree, is endothermy (warm-bloodedness) likely to be analogous or
homologous in birds and mammals?

FIGURE 4.23 Aposematic coloration of poison frogs and
cryptic coloration of palatable relatives. The family Den-
drobatidae includes both toxic species with bright warning
coloration (top) and palatable species with cryptic coloration
(bottom). Toxic species: (A) Dendrobates tinctorius, (B) Dendrobates
lencomelas, (C) Hyloxalus azureiventris, (D) Dendrobates

reticulatus. Palatable species: (E) Allobates femoralis,

(F) Colostethus talamancae.
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FIGURE 4.24 Convergent
evolution in the Dendrobatidae.
A phylogeny of the Dendroba-
tidae with aposematic clades
shaded reveals multiple origins

of aposematism. Frogs in the left
column are cryptic and palatable;
frogs in the right column are
brightly colored and, with the
exception of the mimic A.

zaparo, toxic. Adapted from Santos
et al. (2003), nomenclature follow-
ing Grant et al. (20006).

129



130  Chapter 4 Phylogeny and Evolutionary History

Synapomorphies, Homoplasies, and Symplesiomorphies

The distinction between homologous and analogous traits is crucial when we aim
to use traits to construct evolutionary trees. For example, consider a character such
as coat color. We might observe a population in which, over evolutionary time, the
coat color trait changes from light to dark, as in Figure 4.25. Here, dark coloration
is a derived trait: It has been derived from an ancestor with a light coloration trait.

In Figure 4.25, the population splits into two descendant populations prior to
the evolution of dark coloration and splits once again after the evolution of dark
coloration. Here, the change in coat color tells us something about the evolutionary
history of these populations. Dark coloration is not only a derived trait; it is also
shared by two populations as a result of their shared ancestry. We call a shared
derived trait such as this a synapomorphy.

When building evolutionary trees, we look for synapomorphies because they
help us uncover the evolutionary relationships among groups on the tree. If we
could arrange to use only synapomorphies to reconstruct evolutionary trees, the
entire process of constructing phylogenies would be relatively straightforward.
The more traits that two species had in common, the more closely related they
would be. The problem is that not all shared traits are synapomorphies—there are
other ways that two species can share a common trait. Let us see how.

One problem is that the dark coloration trait could be analogous rather than
homologous. We call an analogous trait like this a homoplasy. (Confusion alert: A
homology is a trait that is shared by two or more species because it has been inherited
from a common ancestor. A homoplasy is a trait that is similar in two or more species
even though it was not present in their common ancestor. Thus, a homoplasy is an
analogous trait, not a homologous one.) Homoplasies can be misleading when we try
to reconstruct an evolutionary tree. In Figure 4.26, species 1 and 2 share a common
trait—dark coloration—that is not shared by species 3, but species 1 and 2 are noz
more closely related to one another than they are to species 3. If we mistakenly
thought that this trait was a synapomorphy, we would conclude otherwise.

For another problem, consider the tree in Figure 4.27. Here we have a trait—light
coloration—that is so recently derived that it is not shared. This leaves us with a shared

1 2 3 1 2 3 1 2 3

|

Dark coloration is Dark coloration is Dark coloration is a

a synapomorphy a homoplasy in symplesiomorphy

in species 1 and 2 species 1 and 2 in species 1 and 2
FIGURE 4.25 Synapomorphy. FIGURE 4.26 Homoplasy. In this FIGURE 4.27 Symplesiomorphy.
The trait of dark coloration is a derived tree, dark coloration is an analogous If a derived trait (here, light coloration in species
trait because it evolved from another trait in species 1 and 2 because it 3) has arisen recently and appears in only one of
trait, light coloration. When the derived evolved twice in parallel, once along the two most closely related species, the two more
trait is shared because of common ances- each branch. We call such a trait a distantly related species (species 1 and 2) share an
try, we call it a shared derived trait, or homoplasy. ancestral trait (dark coloration). We call the shared

synapomorphy. ancestral trait a symplesiomorphy.



trait—dark coloration—that is ancestral and in fact is not shared by the two most
closely related species (species 2 and 3). A trait of this type is called a symplesiomorphy.
Using such a trait in reconstructing a tree would incorrectly cause us to think that
species 1 and species 2 were more closely related to one another than to species 3.

So, ifusing traits other than synapomorphies poses such a problem for phylogenetic
inference, what can we do about it? Several strategies can help us avoid falling into
this trap. First, we can try to pick traits that are likely to be synapomorphies rather
than symplesiomorphies. Particularly when using phenotypic traits for building
trees, we can use a thorough knowledge of the natural history of the organisms we
are studying to select characters that are prone to change slowly rather than those
that are prone to fluctuate rapidly over evolutionary time. This will help us avoid
inadvertently choosing homoplasies and symplesiomorphies.

Second, we can use a large number of characters in reconstructing a phylogeny. If we
use a sufficient number of characters, we might expect the synapomorphies to outweigh
any homoplasies or symplesiomorphies accidentally included in the set of characters.
When we build trees based on genetic sequence data, we rely heavily on this approach.

A third approach is to use an outgroup, a group with a known evolutionary
relationship to the taxon we are studying. By including multiple outgroups, we can
better estimate the polarity—the order of appearance in evolutionary time—of the traits
we are using. This can be particularly useful in helping us avoid symplesiomorphies.

The idea of using outgroups is that when we begin the process of phylogenetic
reconstruction, we do not know the relationship among the species in the taxon we are
studying, but we do know the relationship of this taxon to the outgroups. Consider the
incompletely resolved tree in Figure 4.28. The outgroups O1 and O2 have the light
coloration trait. The polytomy between species 1, 2, and 3 indicates our uncertainty
about the evolutionary relationships among these three groups, but the well-resolved
branches for the outgroups indicate that we know they diverged from species 1, 2,
and 3 before species 1, 2, and 3 diverged from one another. With this information in
place, we can infer the most likely ancestral state for this tree: the state found in the
outgroups. Thus, we infer that the polarity of the trait is light color — dark color.

How does this help us resolve the branching pattern among species 1, 2, and 3?
Figure 4.29 allows us to answer that question. Suppose that the common ancestor to
species 1, 2, and 3 was light colored. Then if species 1 and 2 are more closely related
to one another than to any other species—that is, if they are sister groups—we can
explain the observed characters by a single evolutionary event (indicated by the
red arrow in Figure 4.29A). But, if species 1 and 2 are not sister groups—that is,

A B C
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01 and O2 are outgroups.

FIGURE 4.28 Using outgroups
to infer the ancestral state.
Outgroups O1 and O2 provide
information about a trait’s polarity.
We assume that the ancestral trait
is the trait shared by the outgroups
and some members of the clade of
interest.

FIGURE 4.29
Outgroups help
resolve the
polytomy. If species
1 and 2 are sister
groups, we can
explain the observed
traits with a single
evolutionary event
(A). If species 2 and
3 are sister groups, we
require two evolution-
ary events, either
<“— (B) two indepen-
dent arisals of dark
coloration or (C) the
evolution of dark col-
oration early, with a
subsequent reversion
to light coloration
in one lineage later.
Red arrows indicate
evolutionary changes
in the trait.
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The A—B character change
helps us resolve this polytomy

if species 1 and 2 are not more
closely related to one another
than to any other species—

Outgroup 1 Outgroup 1 .
— — then we require at least two
Outgroup 2 AR Outgroup 2 evolutionary events (Figure
4.29B, O).
AR AR . .
I In Figure 4.29, knowing that
A—>B
BR BR . . .
I light coloration is the ancestral
BR BR .
character supports the inference
AR AS  that species 1 and 2 are likely to
AR AS  be sister groups. This approach
AS i AS . .
of trying to explain the observed
AR AS  Character states by a minimum
AS AS  number of evolutionary changes
AS AS

The R—S character change
helps us resolve this polytomy

FIGURE 4.30 Synapomorphies
at different levels. Synapomorphies
at different levels help us resolve the
polytomies at different places in the
phylogeny. The first character (with
character states A and B) resolves
the recent polytomy in red. From
the other members of the blue clade,
we see the polarity of the trait: A

is ancestral and B is derived. As a
result, we conclude that two species
with the B character state are sister
groups. The outgroups reveal the
polarity of the second character:

R is the ancestral trait and S is de-
rived. This resolves the deeper poly-
tomy in blue. The two clades with
the S character are sister groups.

is known as parsimony. We will
explore parsimony, along with
other methods for inferring
evolutionary trees, in Chapter 5.

In the preceding examples,
we have shown how synapomorphies at one level of the tree can help us resolve the
branching pattern among three groups on the tree. As we try to reconstruct the
evolutionary history of larger numbers of groups, we need to have synapomorphies at
different levels of the tree. Figure 4.30 illustrates how. At left, we see an incompletely
resolved phylogeny with a recent polytomy indicated in red and an earlier polytomy
indicated in blue. To resolve the red polytomy, we look to the sister clades to
determine the polarity of the first character: A is ancestral and B is derived. As a
result, we conclude that the two species with the B character state are sister groups.
The blue clade would have no sister clades if it were not for the outgroups. These
outgroups reveal the polarity of an earlier evolutionary event: R is the ancestral state
and S is derived. This earlier event allows us to resolve the polytomy shown in blue.

4.5 Using Phylogenies to Generate and
Test Evolutionary Hypotheses

Evolutionary trees, or phylogenies, are hypotheses about historical relationships
among organisms. Evolutionary biologists test and refine these hypotheses when
new sources of information about relationships and descent—for example, new
fossils, new molecular data, or new phylogeographic data—become available.

The Evolutionary History of the Shoebill

When considering the aquatic birds, the evolutionary history of a spectacular wading
bird called the shoebill (Balaeniceps rex) poses a particular puzzle (Figure 4.31).
Superficially, the shoebill looks quite similar to the storks, and for this reason, the
species is often called the “shoebill stork.” But a phylogeny developed in the 1980s
and based on morphological characters suggests otherwise (Figure 4.32A). This
phylogenetic hypothesis places the shoebill as a sister group to the herons. In other
words, this phylogeny implies the hypothesis that the closest living relative of the
shoebill is a heron (Cracraft 1981; Van Tuinen et al. 2001).
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However, phylogenies derived from morphological characters can be misleading,

particularly when multiple characters have undergone convergent evolution. To
address this problem, researchers today often turn to molecular phylogenies based
on DNA sequence data. Figure 4.32B shows a molecular phylogeny of the same
group (Van Tuinen et al. 2001; Hackett et al. 2008; Jarvis et al. 2014). This tree
represents a different hypothesis about the relation among aquatic bird groups.
Here, the shoebill is a sister group to the pelicans. In other words, this tree poses the
hypothesis that the shoebill’s closest living relatives are pelicans—just as the famous
ornithologist John Gould speculated when first describing the species in 1851.
Which tree correctly represents the phylogenetic history of the shoebill? The
question is not settled, but the evidence is lining up in favor of the hypothesis
that pelicans and shoebills are sister groups. While a recent morphological study
suggests a more distant relationship between shoebills and pelicans (Mayr 2003)
and a comparison of bile acids favors herons as the sister group to shoebills (Hagey
et al. 2002), multiple DNA sequencing studies (Van Tuinen et al. 2001; Hackett
et al. 2008) and a DNA hybridization study support the pelicans as a sister group
(Van Tuinen et al. 2001). Phylogenetic reconstruction is an ongoing process. As

FIGURE 4.31 Shoebill and
possibility affinities. Shoebills
(A) are sometimes called “shoebill
storks,” suggesting a relationship
with storks such as the painted
stork (Mycteria lencocephala) (B). In
the 1980s, a phylogeny based on
morphological characters placed
the enigmatic shoebill as a sister
group to herons such as this gray
heron (Ardea cinerea) (C). A subse-
quent DNA sequence tree placed
the shoebill as a sister group to the
pelicans including this Australian

pelican (Pelecanus conspicillatus) (D).
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FIGURE 4.32 Two hypotheses
about evolutionary relationships.
These trees represent two different
hypotheses about evolutionary
relationships among aquatic birds.
The tree on the left (A) is based

on morphological characters;
according to this tree, the herons
are the closest living relatives of
the shoebill. The tree on the right
(B) is based on DNA sequence
data and posits that the pelicans are
the closest living relatives of the
shoebill. Adapted from Van Tuinen
et al. (2001), Hackett et al. (2008),
and Jarvis et al. (2014).
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new data become available, researchers reject previous hypotheses and pose new
ones. It will take more data—perhaps in the form of whole-genome sequence
information—Dbefore the shoebill’s evolutionary history is definitively known.

KEYCONCEPT QUESTIONS

4.5 In Figure 4.32A, shoebills and herons are hypothesized to be sister groups.
Describe two other hypotheses implied by this figure, but not by Figure 4.32B.

4.6 In Figure 4.32A, what is the smallest monophyletic group that includes shoebills
and herons? How about in Figure 4.32B?

The Evolutionary Origins of Snake Venom

When evolutionary biologists place traits on a preexisting phylogenetic tree,
they are generating hypotheses of a different kind—hypotheses about when traits
evolved and which traits may be shared among which groups of relatives. For
example, a phylogenetic picture of snake and lizard venom led to the hypothesis
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that many supposedly nonvenomous snakes, and even
nonvenomous lizards, actually produce and use venom
in capturing their prey.

Commonly, only two families of snakes were thought
to be venomous: the Viperidae (vipers) and the Elapidae
(including sea snakes and cobras); a third family,
Atractaspididae, may also have advanced venom-delivery
systems. Snake species in both Viperidae and Elapidae
commonly have hollow or grooved fangs through
which the venom is delivered from a venom gland that
can produce and store sizable quantities of venom, as
illustrated in Figure 4.33.

Primary venom duct
Secondary venom duct

Protective sheath

Compressor muscle Venom gland

Early phylogenetic analysis suggested that these advanced venom-delivery
systems evolved independently in each family of snakes; that is, that they were ~ FIGURE 4.33 Snake fangs
analogous traits. Researchers assumed that there was no venom without a delivery ~ and venom. The morphology of

system, and so they concluded that venomousness must be a highly derived trait

seen in a relatively small fraction of all snake species. But

the venom-delivery system in a

. venomous viperid snake.
more recent phylogenetic

analysis, combined with careful morphological study, has forced herpetologists

to reevaluate and revise this conclusion (Figure 4.34).

This work suggests that

FIGURE 4.34 Phylogeny of advanced snakes (Caenophidia). A partial phy-
logeny of the Caenophidia indicates the distribution of (1) specialized oral secretory
glands (for example, Duvernoy’s gland), (2) specialized dentition, and (3) advanced

venom-delivery systems. Because the three-finger toxin (3FTX) peptides are shared
among the Elapidae, the Atractaspididae, and the supposedly harmless species
Coelognathus radiatus (but not present in the vipers), researchers hypothesized, and
subsequently demonstrated, early evolution of the 3FTX toxin family, just after the
divergence of the Viperidae. Adapted from Vidal (2002) and Fry (2003b).

Xenodontinae

Natricinae
Putative origin Colubridae
of 3FTX toxin
AN | Calamariinae
Pareatinae
Specialized Psammophiinae
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Specialized oral | Atractaspididae
secretory glands Boodontinae
| Pseudoxyrhophiinae
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Xenodermatinae

Acrochordidae

Advanced venom delivery

Rat snake, Coelognathus
radiatus, is in this family

Spitting cobra, Naja ashei,
is in this family

Bibron’s burrowing asp, 2
Atractaspis bibronii,
is in this family

Texas copperhead, Agkistrodon
contortrix, is in this family
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FIGURE 4.35 Venomousness

as a homologous trait between
snakes and Gila monsters.
Phylogeny of snakes, venomous
helodermatid lizards, and their
relatives. The most recent common
ancestor of these venomous species
is indicated. If venomousness is a
homologous trait in snakes and Gila
monsters, we should expect to see
venom production in some of the
other descendants of this common
ancestor, such as the monitor lizards
and iguanas shown in the tree.
Adapted from Fry et al. (20006).

Members of these groups were known
to be venomous when Fry and his
colleagues began their study

Most recent
common ancestor
of snakes and Gila
monsters

numerous other families of snakes are able to produce salivary toxins in an organ
known as Duvernoy’s gland, even though they lack grooved or hollow fangs or
advanced venom-delivery pumps (Vidal 2002; Fry 2003b).

Given the broad distribution of basic toxin production capacity, herpetologists
have hypothesized that toxin production is homologous among snakes, having arisen
once rather than repeatedly over the evolutionary history of this group. Evolutionary
biologist and venom expert Bryan Fry reasoned that if this hypothesis was correct,
many so-called nonvenomous snakes should actually be capable of producing toxic
venom. Based on this phylogenetic reasoning, Fry and his colleagues decided to
study the salivary secretions of a purportedly nonvenomous snake common in the pet
trade, the rat snake Coelognathus radiatus. They obtained a number of individuals of
the species and milked the snakes to obtain their salivary secretions. Surprisingly—
but in line with Fry’s conjecture—they found that the most abundant peptide in
the salivary secretions of this supposedly harmless snake is a close homologue of the
three-finger toxins (3FTXs) produced by the highly poisonous elapid snakes (Fry
2003a) (Figure 4.34). The supposedly harmless rat snake turned out to be producing
a potent neurotoxin closely related to that in cobra venom!

Buoyed by their successes finding toxins in the saliva of purportedly nonvenomous
snakes, Fry and his colleagues decided to see if they could trace the origin of venom
production even further back into evolutionary history (Fry et al. 2000). In addition
to venomous snakes, the helodermatid lizards (Gila monsters and beaded lizards) are
known to be venomous. But venomousness in snakes and venomousness in lizards
were thought to be analogous traits; that is, snakes and helodermatid lizards were
thought to have independently evolved the capacity to produce and deliver venom.
The venomous snakes produce their venom in specialized glands in the upper jaw and
deliver it through hollow or grooved fangs on the upper jaw, whereas the helodermatid
lizards produce their venom in glands in the lower jaw and deliver it through a row
of grooved teeth on the lower jaw. But after discovering homologies in snake venoms,
Fry hypothesized that perhaps some snake and lizard venoms are homologous as well.

Again, this
generated a strong testable
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evolved early, so that it was a
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prediction.
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Gila monsters had descendants that include the Anguidae (glass lizards), Varanidae
(monitor lizards), and Iguania (iguanas, chameleons, anoles, and relatives). Thus,
these species are plausible candidates for where we might find venom production if
venomousness is a homologous trait between snakes and Gila monsters.

To determine whether or not species in these other groups also produced venoms
or venomlike proteins, the researchers sampled cells from the salivary glands or
secretions of these species. They then looked at the genes that are expressed in those
cells. They found nine genes coding for toxins that were shared between lizard species
and snakes: Seven of these were previously known only from snakes. An Australian
lizard, the eastern beaded dragon (Pogona barbata), produces a toxin previously known
only from rattlesnake venom. The lace monitor produces toxins that inhibit blood
clotting and induce a catastrophic drop in blood pressure. Even the gigantic Komodo
dragon—the largest living lizard—may have such a devastating bite because of
secreted toxins, rather than because of bacterial sepsis as previously thought (Fry et
al. 2009). While these various toxins may not be lethal or even severely debilitating
when smaller lizard species bite humans, they may be delivered at high enough doses
to be extremely effective in disabling the smaller prey of the lizards.

Allin all, these studies provide very strong evidence of an early emergence of venom
production capability in the squamate reptiles, and phylogenetic thinking was the key
to the discovery of the other lizards’ venoms. Phylogenetic reasoning suggested to Fry
and his team that lizards other than the Helodermatidae may also produce venom—
and the phylogeny that these researchers constructed gave them a map of where in
the lizard group to look for other venomous species. In the end, this discovery may
be of more than general biological interest. Compounds derived from snake venoms
are used extensively in medicine; for example, they are used as anticoagulants, in
diagnosing various blood-related disorders, and to lower blood pressure (Koh et al.
20006). The diverse lizard toxins that Fry and his colleagues identified will offer a new
array of potentially useful molecules for medical researchers to explore.

Vestigial Traits

One interesting class of homologous traits used in phylogenetic reconstruction
are known as vestigial traits—Darwin often referred to these as “rudimentary”
characteristics. Vestigial traits are those that have no known current function but
appear to have been important in the evolutionary past. In The Descent of Man and
Selection in Relation to Sex, Darwin wrote of the upper incisor teeth that never break
through the gums of some ruminants as an example of a vestigial trait, because
ruminant herbivores likely descended from carnivores, whose incisor teeth are very
important in prey capture and consumption (Darwin 1871).

Why vestigial traits remain in place when they serve no current function will
probably vary from trait to trait. There are at least three possible explanations:
(1) the trait is not costly to the organism, and so natural selection does not act
against it; (2) there is some natural selection against a vestigial trait—it is on its
way out, and eventually it will be lost; or (3) the trait has some function that we
have simply failed to identify. In this last instance, the trait would not really be
vestigial, so let’s confine ourselves to the former two cases.

Vestigial traits allow evolutionary biologists to trace common descent by
comparing a now functionless trait in species 1 to the same trait in functional
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Plica

Nictitating
membrane

FIGURE 4.36 The nictitating
membrane. The nictitating mem-
brane in an eagle (A) is homologous
to the plica semilunaris in a human
(B). The plica semilunaris has no
known function in humans, while
the nictitating membrane serves
many functions in birds.

form in species 2—our hypothesis being that species 1 and 2 share
this trait because of descent from a common ancestor who also
possessed it. For example, consider the nictitating membrane—or
inner eyelid—found in birds and mammals. This membrane can
be drawn across the eye of birds. It can moderate incoming light,
clean the eye of dust, and (in birds) prevent excessive drying of the
eye during flight. Most mammalian species, including humans,

semilunaris also have a vestigial version of the nictitating membrane called

the plica semilunaris, or semilunar fold (Figure 4.36). As far as we

know, this membrane has no working function in humans and most
other mammals. But it tells us something about common descent. The fact that
birds and mammals share the complex trait of a nictitating membrane/semilunar
fold, even though this trait has no known function in the latter group, is indicative
of their common ancestry; that is, it suggests that an ancestor common to both
these groups had some version of this trait. Indeed, we can say more, because
reptiles also have a functioning nictitating membrane, which suggests that birds,
reptiles, and mammals share a common ancestor that had such a membrane, and
it was only when mammals diverged from these other groups that the nictitating
membrane lost its function.

Evolutionary biologists have also examined vestigial traits and phylogeny in
the context of limblessness in snakes. The evidence from vestigial limbs suggests
that modern snakes evolved from a limbed reptilian ancestor (Carroll 1988; Lee
and Caldwell 1998). Evidence from limb structure in both modern and extinct
snake species, including fossil evidence, is most consistent with the following
evolutionary history: The common ancestor to all snakes had fully developed hind
limbs and forelimbs and a skeleton with distinct regions. The earliest snakes had
already lost forelimbs, but they had functional hind limbs. Modern snakes then
went through three stages: (1) a reduced pelvic area (with hind limbs present),
(2) the reduction of the hind limbs to vestigial buds, and then (3) the complete loss
of hind limbs. The data on the phylogeny of snakes as it relates to vestigial traits
can be summarized in the evolutionary tree shown in Figure 4.37.

Vestigial traits serve as a strong test of Darwin’s theory of evolution by common
ancestry. If all organisms have arisen from one or a few common ancestors by a
branching process of descent, we would expect to see vestigial traits shared
with species that share a common ancestor subsequent to the evolution of that
trait—but not among species whose most recent common ancestor predates the
evolution of that trait. For example, think about where on the tree of life we might
expect to find vestigial tetrapod limbs. Under the explanation provided here, we
might expect to see vestigial limbs in some of the currently limbless descendants
of ancestral tetrapod vertebrates. But we would not expect to find vestigial limbs
in species that diverged prior to the origin of limbs. Thus, Darwin’s theory predicts
that we may find vestigial limbs in snakes but that we should not find them, for
example, in earthworms (Figure 4.38). Indeed, such predictions have been borne
out time and again in the study of comparative morphology.

In this chapter, we have emphasized the central role that common descent and
phylogenetic history play in evolutionary biology. In the next chapter, we will
move on to a more detailed analysis of how phylogenetic trees are constructed in
the first place.
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FIGURE 4.37 Vestigial limbs in
snakes. A phylogenetic history

We mlglht expec; of snakes shows the gradual loss of
vestigial tetrapo limbs from their reptilian ancestors.
limbs here

Species in the superfamily Booidea
(boas and pythons) retain vestigial
hind limbs, whereas developmental
changes in the colubrid snakes have
eliminated even these vestigial hind
limbs. Adapted from Cohn and
Tickle (1999).
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FIGURE 4.38 Common ancestry predicts where we should find
vestigial limbs. We expect that we may find vestigial tetrapod limbs
in limbless species with limbed ancestors, such as snakes. But we do
not expect to find vestigial tetrapod limbs in limbless species without
tetrapod ancestors, such as earthworms.
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SUMMARY

. Darwin’s idea of branching descent with modification

provided a theoretical foundation for the hierarchical pat-
terns of classification that Linnaeus suggested. The study
of phylogeny is the study of these branching relationships
of populations as they give rise to descendant populations
over evolutionary time. Phylogenetic systematics casts
that classification scheme in terms of evolutionary history.

. The study of phylogeny rests on our observations of

traits displayed by organisms. A homologous trait is a
trait that is found in two or more species because those
species share a common ancestor. Analogous traits are
shared by two or more species because the traits have
arisen independently in each species, not because of a
history of common descent.

. Both the process of reconstructing phylogenetic trees and

the process of mapping evolutionary events onto trees
generate hypotheses. For example, by looking at where a
given trait appears on a tree, we can generate a hypothesis
about when and how this trait has evolved.

. Evolutionary biologists use synapomorphies—shared

derived traits—to infer the structure of phylogenetic trees.

. There are many equivalent ways to draw the same phylo-

genetic tree.

. The points where a phylogenetic tree branches—the

nodes—represent common ancestors to the species that
come after the branching point. All branch tips arising
from a given branching point are descendants of the com-
mon ancestor at that branching point.

7.

10.

11.

A monophyletic group, or clade, is defined as a taxo-
nomic group that consists of a unique common ancestor
and each and every one of its descendant species, but no
other species. A clade always consists of a group of species
that share a single common ancestor.

. A paraphyletic group is one that does include the com-

mon ancestor of all its members but does not contain
each and every species that descended from that ancestor.

Rooted trees indicate the direction of time; unrooted
trees do not. The base of a rooted tree is called the root:
This is the common lineage from which all species indi-
cated on the tree are derived. We can “root” an unrooted
tree at different points on the tree, generating different
rooted trees in each case. Each of these different rooted
trees represents a different hypothesis about which nodes
are most ancestral.

Many trees are shown with all of the branch tips aligned.
Such trees, called cladograms, convey only the pattern of
relationships among the various species displayed. Phylo-
grams are drawn with branches of different lengths; in a
phylogram, branch lengths represent the amount of evo-
lutionary change—measured as the actual or estimated
number of changes in DNA sequence or other charac-
ters—that has occurred along a given branch.

Vestigial traits are those that have no current function
but appear to have been important in the evolutionary
past. Such traits allow us to test evolutionary hypotheses
about common origin.

KEY TERMS
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traits (p. 111)
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REVIEW QUESTIONS

1. Find the common ancestor of species 3, 5, and 6 on the tree 4. Depict the following tree in slanted (ladder) form:
below. Find the common ancestor of species 1, 2, and 4. 1 o 3 4 5 6
1 2 3 4 5 6

2. The tree below is an unrooted tree. Draw the three cor-
responding rooted trees if this tree is rooted at points A,

B, and C, respectively. 5. On the tree below, the numerals 1-7 represent seven dif-

1 ferent species.

a. Which pair of species is more closely related: 4 and 5
or5and 7?
b. Which pair is more closely related: 1 and 2 or 2 and 7?

L ¢. Which pair is more closely related: 3 and 5 or 2 and 4?

1 2 3 4 5 6 7

oB

4 3

3. For the tree below:

a. Draw how it would appear after rotating around node A.

b. Draw it after rotating around node B. 6. How are organisms classified in phylogenetic systematics?
c. Draw it after rotating around both nodes A and B.

~

. Describe the difference between a phylogram, a clado-
1 2 3 4 S 6 gram, and a chronogram.

8. Contrast synapomorphies, homoplasies, and symplesio-
morphies. Which are most informative for phylogenetic
reconstruction?

o>

9. Explain how outgroups can help establish the polarity of
a trait.

10. How do vestigial traits serve to test Darwin’s theory of
common ancestry?

Q@ w
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KEY CONCEPT APPLICATION QUESTIONS

11. This unrooted tree shows the evolutionary relationships 14. The tree below shows the phylogenetic relationships
between species 1-7. If species 1, 4, 5, 6, and 7 form a among eight species. How many monophyletic clades
monophyletic clade, and species 2 and 3 form a mono- are there with exactly two members? How many with
phyletic clade, where should the tree be rooted? Draw the exactly three members? How many with exactly four?
rooted tree. 1 2 3 4 5 6 7 8

1
2
3
OA

15. The origins of five traits—a rasping tongue, jaws, the
7 dentary bone, lungs, and lactation—are shown on the
4 tree below. According to the diagram, which of these five

traits do sharks have?

6 Lamprey  Shark Trout Turtle Wolf
5 — Lactation
. . . f — Lungs
12. Suppose that the tree in question 11 is rooted around Rasping — °
. . tongue
point A. What groups with three or more members are
monophyletic clades in this case? — Dentary bone

13. On the tree below, what is the smallest monophyletic clade
that includes species 4, 5, and 6? What node is the most — Jaws
recent common ancestor of the members of this clade?

1 2 3 4 5 6 7

16. Come up with a counterexample to show that the follow-
ing claim is false:

Species separated by fewer nodes are always move closely related
than species separated by more.
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17. Bridge et al. (2005) developed a chronogram of tern spe- b. Gygis alba and Anous tenuirostris also both have white
cies based on a mitochondrial DNA sequence. The fig- head coloration. Is this a homoplasy or a homology?
ure below illustrates this chronogram, with the head and c. Which character is more highly conserved in this
beak color of each bird shown. clade: beak color or head color?

a. Sterna sumatrana and Sterna trudeani both have white
head coloration. According to this phylogeny, is this a
homoplasy or a homology?

——
-
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18.

19.

Nikaido et al. created the cladogram below for cetacean
species. Based on this tree, are river dolphins a monophy-
letic group, a polyphyletic group, or a paraphyletic group?
Adapted from Nikaido et al. (2001).

Researchers have proposed two different hypotheses for
the origin and radiation of the living species of amphib-
ians (Lissamphibia). The Pangaea fragmentation hypoth-
esis posits that these species initially radiated after the
breakup of the supercontinent Pangaea. The early ori-
gin hypothesis suggests a much earlier evolutionary

Bottlenose dolphin

diversification and radiation for these species. To distin-
guish between these hypotheses, Diego San Mauro and
colleagues created a phylogenetic tree for these species
based on nuclear DNA, and they used molecular clock
methods to estimate the divergence times for amphib-
ian groups. Their results are summarized in the chrono-
gram on the next page (mya, million years ago). Which
hypothesis—Pangaea fragmentation or early origin—is
supported by these data? Explain.

Delphinidae

[
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Building Trees
Parsimony
Distance Methods
Rooting Trees

How Many Different Trees Are
There?

Phylogenies and Statistical
Confidence

Fossil Evidence of Evolutionary
History

Phylogeny, Natural Selection,
and the Comparative Method

< Avian diversity is shown in this sample of
bird eggs from the Western Foundation of

Vertebrate Zoology, Los Angeles, California.

n spring 1999, five Bulgarian nurses and a Palestinian
medical intern working at Benghazi Hospital in Libya were accused of
a horrifying crime. More than 400 children at the hospital had become
infected with the HIV virus, and these six medics were alleged to have
deliberately infected those children with a genetically engineered strain of
HIV. Prosecutors claimed that the entire outbreak was masterminded by an
unknown foreign secret service—perhaps the CIA or the Israeli Mossad—as
part of a conspiracy to cause civic disruption in Libya.

Did these six medics really commit this unspeakable act? Or were they
merely scapegoats for a tragedy that resulted from inexcusably poor hygienic
practices in the hospital? Multiple lines of evidence suggest the latter. If the
medics were guilty, then all of the infections should have been noted after the
medics began working at the hospital, but the evidence shows that some of
the infections were recorded as occurring before these medics came to Libya
(more on this in a moment). Moreover, one child was even infected after the
medics had already been imprisoned. Nonetheless, the “Benghazi six” were
convicted in a Libyan court in May 2004 and sentenced to death by firing
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squad. And despite numerous legal appeals, the convictions and death
sentences were upheld by the Libyan Supreme Court in December 2006.
A key issue in the trial was the timing of when the outbreak actually
began. The medics had arrived in Libya in March 1998. If the outbreak
had originated even earlier—say in 1997—the medics could not
possibly have been responsible. Evolutionary biology can address
this issue using phylogenetic analysis of the HIV strains that
infected the children. The HIV virus changes so rapidly that we

can observe differences in the genome sequence even among

Cameroon

individual patients infected from a common source. Using

Benghazi cluster these differences, biologists can reconstruct a phylogeny

FIGURE 5.1 The Libyan HIV
sequences. A phylogeny of HIV
sequences that infected the Libyan
children form a single clade (red),
and this clade is closely related to
strains from Ghana and Camer-
oon. (Outside the red clade, each
branch tip represents a single HIV
sample.) This suggests that a single
introduction was responsible for
the outbreak in Benghazi Hospital
and that West Africa was a likely
source of the strain that caused the
outbreak. Adapted from de Oliveira
et al. (2006).

Ghana
Cameroon

n=44 of the virus at a very fine level of resolution.
In 2006, Tulio de Oliveira and a team of researchers
used genetic sequence data from the HIV strains
infecting 44 of the Libyan children to reconstruct
such a phylogeny (de Oliveira et al. 2006). Their
phylogeny reveals the relationships among the
individual HIV strains infecting each of the
children and also the relationships between
the infections in these children and other
known strains of HIV (Figure 5.1). The Libyan
sequences form a single clade (in this case, the clade
being a group of strains that were all descended from the same
common ancestor), as would be expected if a single infected patient
generated the outbreak in Benghazi Hospital. But this is also consistent
with the children having been infected by a single medic. Fortunately, other
evidence allows us to distinguish between these possibilities. For example, the HIV
strains in this clade are most closely related to strains observed in areas of West Africa
from which numerous migrants have come to Libya seeking employment—strongly

suggesting accidental introduction from the Libyan population.

It is also possible to estimate the timing of the infection from the phylogenetic
information. The older a clade is, the more time it has had for phylogenetic
diversification. In a very recent clade, all members would be expected to share
very similar sequences, whereas in an older clade, we would see more sequence
divergence—greater differences between DNA sequences—among the clade
members. The team of researchers measured the sequence divergence among the
HIV strains in the Libyan clade. Given the rate at which the HIV sequence changes
over time, they concluded that the Libyan clade was too diverse to have arisen as late
as March 1998. Rather, the infections must have started early, possibly in 1997, and
almost certainly prior to the arrival of the medics in Libya. Comparable analysis of
the hepatitis C virus strains also infecting many of the children revealed the same
thing: The infections were too diverse to have begun spreading as late as March 1998.

While the Libyan courts were unwilling to heed this scientific evidence, the clear
and powerful science behind the case intensified international political pressure on the
Libyan government. Not the least of those campaigning on behalf of the “Benghazi
six” were 114 Nobel laureates in the sciences, who, based on the scientific evidence
we have detailed, published an appeal for their release in the journal Nazsure (Roberts
and Nobel Laureates 2006). These pleas from the scientific community, coupled



with continued diplomatic efforts, paid off. On July 16, 2007, the Libyan Supreme
Council for Judicial Authority commuted all six death sentences to sentences of life
imprisonment. A week later, after having spent 8 years in a Libyan prison, the six
medics were returned to Bulgaria to serve out their terms. Back in Bulgaria, they
immediately received a pardon from the Bulgarian president and were released.
This is a happy ending, of a sort—but of course no such eleventh-hour reprieve was
possible for the more than 400 HIV-positive children who were also victims of this
tragedy.

It was, in part, because of the construction of phylogenetic trees and the ability
to make inferences from such trees that innocent lives were spared in this case.
Of course, in most instances, no lives will be spared when phylogenetic trees are
constructed and interpreted, but they are still an extraordinarily powerful tool for
understanding evolutionary history.

KEYCONCEPT QUESTION

5.1 How would the sort of analysis described above be helpful when epidemiologists
are responding to an ongoing epidemic?

As we will explore in much more depth, evolutionary biologists use many
different methods for constructing phylogenetic trees and use various types of data
when they do so. Phylogenetic trees are used both to construct hypotheses about
common ancestors and how various species are related to each other and to test
hypotheses about such relationships.

In this chapter, we will examine the following questions:

m What are some of the methods used to construct phylogenetic trees, and
what are their limitations?

= How do different sources of information—including information derived
from molecular genetic sequences, the fossil record, and geographic
patterns—enable evolutionary biologists to build phylogenetic trees?

= How do biologists use phylogenetic thinking to handle the problem that
data from closely related species often cannot be considered independent
observations when testing questions related to adaptation?

5.1 Building Trees

The task of constructing a phylogenetic tree is fundamentally a problem in
statistical inference; that is, we wish to make inferences about the world from a
data set. In the case of phylogenetic inference, we typically have information about
characters of the species we are studying, such as morphological measurements,
behavioral patterns, or genetic sequences. From these data we aim to infer the
historical evolutionary relationships among these species. Before we look at how
this is done, take a moment and think about how powerful such techniques can be
in principle. What we are aiming to do is use data we can measure right now to make
inferences about events in the evolutionary past, often millions of years in the past.

5.1 Building Trees
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The basic conceptual approach to phylogenetic tree building is straightforward.
We select a number of species (or other taxa) for which we wish to build a tree. We
collect information about the characters of individuals of these species, and we look
at which species have which traits in common. The logic of tree building is that
species with many traits in common are more likely to be closely related to one
another than are species with fewer traits in common. For example, we presume
that mammalian species—species in which females produce milk and feed their
young, and in which all individuals have hair, have a middle ear with three bones,
and share numerous other traits—are more closely related to one another than they
are to species that lack these traits, such as lizard species.

This logic assumes that shared traits are homologies; that is, traits that are
shared because of shared common ancestry. Otherwise, we would not expect species
with more traits in common to be more closely related phylogenetically. Although
this logic seems straightforward, the devil is in the details. How do we test the
possibility that common traits are analogous rather than homologous? How do
we resolve conflicts in the data regarding the evolutionary relationships among
the species we are studying? How—Dby what algorithm or procedure—do we go
about actually finding the best tree corresponding to a given set of character data?
Evolutionary biologists have developed a number of different phylogenetic methods,
each of which handles these challenges in a different way. In this chapter, we will
look at a number of these methods, with an aim to understand both the logic of
each approach and its particular strengths and weaknesses.

We begin by looking at what are called parsimony methods, in which we search
for trees that minimize the number of evolutionary changes. We touched briefly
on parsimony analysis in Chapter 4 when we examined phylogenies in which the
character of interest was coat coloration; here, we explore the topic in more depth.
Advantages of the parsimony approach include its conceptual simplicity and the
existence of straightforward algorithms for constructing parsimonious trees.

Next, we turn to distance methods. As we mentioned, the basic logic of phylogenetic
reconstruction is that species with a large number of traits in common tend to
be more closely related to one another than are species with smaller numbers of
common traits. One of the simplest approaches to reconstructing trees is simply
to count up the number of commonalities and to use this information directly to
cluster closely related species together. This is what distance methods do.

While both parsimony methods and distance methods can be quite effective in
inferring evolutionary history, neither incorporates an explicit statistical model of
how evolutionary change takes place. Parsimony methods assume that the fewer
changes required, the more plausible the tree; distance methods assume that
more similar species are more closely related. By contrast, maximum likelihood
methods use explicit models of how traits change through the evolutionary process
by applying conventional techniques of statistical inference to find the phylogenetic
tree that best explains the data. Bayesian inference methods do something
similar. The difference between the maximum likelihood and Bayesian inference
methods lies in the interpretation of what “best explains” should mean. Maximum
likelihood methods and Bayesian inference methods require a modest background
in probability theory, so we will defer our treatment of these topics to the appendix
entitled “Likelihood Methods and Bayesian Methods for Phylogenetic Inference,”
located at the end of this book.



5.2 Parsimony

The fundamental idea behind parsimony is that the best
phylogeny is the one that explains the observed character
data by positing the fewest evolutionary changes. To
find the best phylogenetic tree, one first must be able to
evaluate a given tree and calculate how many character
changes are necessary to explain the observed character
pattern on that particular tree. An example helps. Suppose
we are trying to decide between the two phylogenetic
trees in Figure 5.2. Which of these two hypotheses about
the evolutionary relationships among species 1-4 is better
supported by our observations of trait values?

If we have a character that differs in only one species
on our tree—say, tail length—it can always be explained
by a single character change, regardless of what tree we
examine. In both trees in Figure 5.3, long tails arose by
a single evolutionary change occurring after our long-
tailed species diverged from the other species on the tree.
Therefore, this character does not help us distinguish
between different phylogenetic hypotheses.

Now imagine our character of interest is coat coloration
and that it can be either dark or light. If two species have
dark coats and two have light coats, matters get interesting.
Suppose that species 2 and 3 share the common trait of
dark coats, and species 1 and 4 share the other trait, light
coats. Notably, there are multiple ways to explain this
pattern with two character changes. One possibility is
that dark coats arose twice from a light-colored ancestor;
another is that light coats arose twice from a dark-colored
ancestor. Either way, under hypothesis I in Figure 5.4,
we require two distinct evolutionary events to obtain the
observed character states. But, under hypothesis I1, we can
explain the pattern with a single evolutionary event. Thus,
we say that hypothesis II provides a more parsimonions
explanation of our character-state observations.

5.2 Parsimony

Hypothesis | Hypothesis Il
1 2 3 4 1 2 3 4

FIGURE 5.2 Phylogenetic trees as hypotheses. These two
phylogenies represent two different hypotheses about the
evolutionary relationships among species 1-4.

Hypothesis | Hypothesis I
1 2 3 4 1 2 3 4
[ | [ |
A
Long Long
tail tail
=== | ong tail

Short tail

FIGURE 5.3 A single species differs from the others. Here, the
tail-length character has the long character state in one species and
the short character state in the others. If only one species has a differ-
ent character state from the rest, only one evolutionary change will
be required irrespective of the phylogenetic tree. Thus, tail length
does not help us distinguish between the two hypothesized trees.

Hypothesis | Hypothesis Il

1 2 1 2 3 4 FIGURE 5.4 Two species differ
| [ ] [ ] from the others. Here, two spe-

cies have light coat coloration and

yad I two have dark coat coloration. In

Dark this case, a tree shaped like those in
coat hypothesis I requires two changes
(E;)(?;It(/v in character state to explain the

observed coat colors. However, a tree
shaped like the one in hypothesis

II requires only a single character
change, from a light-colored ances-
tor to a dark-colored one along the
branch leading to species 2 and 3.
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FIGURE 5.5 A phylogeny with
three observed characters in five
taxa. Three character states—dark/
light blue (B/b), dark/light green
(G/g), and dark/light purple
(P/p)—and a hypothetical phyloge-
netic tree relating the species. We
want to evaluate this tree using a
parsimony approach.
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The process is the same for larger trees with more species. Given a tree and a set of
character states for a particular character, we can figure out how many evolutionary
changes are necessary to explain our observations. In Figure 5.4, we only looked at
a single character, but in practice there are usually multiple characters to consider.
In the parsimony framework, working with multiple characters is straightforward.
We look at each character in turn, determine how many changes are necessary for
that character, and sum up the total number of changes necessary for all characters
in order to find the total number of changes required.

For example, suppose we have information about three different characters, as
shown in Figure 5.5. To use the parsimony approach, we need to know the minimum
number of changes in each character that are needed to explain our data. To do this,
we tally the number of changes required, given our tree. In this case, our tree requires
one, two, and two character changes, respectively, to explain the purple (P/p), green
(G/g), and blue (B/b) characters. In Figure 5.6, we show one way in which each of
the character states could be explained by the minimum number of changes.

i 2 3 4 5 1 2 3 4 5 1 2 3 4 5
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FIGURE 5.6 Explaining character states with a minimal number of changes. Pos-
sible locations of character changes for three character states along the hypothetical tree

shown in Figure 5.5. For this particular tree, the purple character requires only a single
change, whereas the green and blue characters each require two changes in character state.

Notice that while each tree in Figure 5.6 shows how a minimal number
of changes can be placed on our trees to explain character changes, these
patterns of change are not unique. For example, the purple tree could
alternatively be explained with a single change if light purple (p) were
the ancestral state and the dark purple character (P) arose via a change
along the branch leading to species 1 alone.

Because it is inconvenient to have to draw out a separate tree for
each character, we often summarize the changes in all characters
with a diagram like that shown in Figure 5.7. We saw this sort of
representation when we looked at the process of placing traits on trees
in Chapter 4.

Once we have found a way to represent the minimum number

FIGURE 5.7 Showing multiple characters
on a single phylogeny. We can show all of the
changes on a single diagram by indicating the
inferred ancestral state and then marking each
change in character state.

of character-state changes on a tree, we can define this number as a
parsimony score for that particular tree. To use maximum parsimony to
infer phylogenetic history, we look at various possible trees and select the
one with the lowest parsimony score.



5.2 Parsimony

In Figure 5.7, for example, it took five character changes to explain the 1 2 3 4 5
character data on that particular tree. But we can explain the same character [% [té [té %] %]
data with fewer changes by means of a different phylogenetic tree. Figure 5.8 g p P p P
illustrates this. For this tree, only three character changes are necessary to
explain the character data. Under the logic of maximum parsimony—that
is, minimizing the number of evolutionary changes required to explain our G-g
tree—we prefer this tree to the previous one because it can explain our data T -8
with fewer changes. Sometimes several different trees may be tied for the Posp

lowest parsimony score. In this case, each is said to be equally parsimonious:

The parsimony approach does not give us cause to prefer any one of these most

parsimonious trees over any other.

Any time we have multiple candidate phylogenies, whether a set of

Inferred ancestral state

1G] P]

equally parsimonious phylogenies from a single analysis or a set of alternative

phylogenies from separate analyses, a consensus tree can be constructed to represent  FIGURE 5.8 A more
the multiple possible phylogenies in a single tree (Adams 1972; Swofford 1991).  parsimonious tree for our

A strict consensus tree reflects the monophyletic groups that appear in all of the
phylogenies and depicts the uncertain relationships—those that differ from

character data. Only three
character changes are necessary to
explain the character data using this

one tree to another—as polytomies. A majority rule consensus tree resolves these  phylogenetic tree.

polytomies according to majority vote, by featuring the monophyletic groups
that appear in a majority of the phylogenies. Researchers have also developed
a number of additional methods for generating consensus trees (Bryant 2003).

How do we know when we have found the most parsimonious tree? In

Figure 5.8, it is straightforward to tell: We have only one change per variable
character, so we know we cannot possibly do better. But we still need a general way
to figure out how many changes a tree will require given a certain set of characters.

Fortunately, there are a number of algorithms that allow us
to determine the number of changes necessary to explain a
given character pattern on a given tree. Box 5.1 describes
one of the simplest of these, the Fitch algorithm.

Parsimony has the advantage of conceptual simplicity,
but parsimony approaches are not without problems. The
worst of these problems is that parsimony is not a consistent
estimator; that is, an estimation procedure that, given
enough data, will ensure that we get the right answer.
Thus, if we use parsimony to reconstruct a phylogeny, it
is possible for us to get the wrong tree, no matter how
much data we have available. Sequencing additional
loci or tabulating additional morphological characters
may not help us in the least. Parsimony is most likely
to run into trouble when evolutionary changes occur at
different rates on different branches of the phylogeny, as
illustrated in Figure 5.9. In that case, parsimony methods
may incorrectly infer too close a relationship between
the rapidly evolving branches. This tendency is known
as long-branch attraction, because species on long
branches of the phylogenetic tree are “pulled together”
by the inference procedure used in parsimony analysis
(Felsenstein 1978; Bergsten 2005).

True tree Inferred tree

A C A C

N

B D B D

FIGURE 5.9 Long-branch attraction. The true tree is shown

in the left panel. Because evolutionary change is occurring more
quickly in taxa A and C, the corresponding branches are much
longer. As a consequence, the branches A and C “attract” each
other (red arrows), and parsimony methods may incorrectly infer a
tree of the form shown in the right panel.
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BOX 5.1 The Fitch Algorithm

Parsimony algorithms search trees to explain the observed char-
acter data with a minimum number of changes. But given a
hypothetical tree and the character states for a given charac-
ter, how many evolutionary changes are required? Evolutionary
biologist Walter Fitch developed a method to answer this ques-
tion (Fitch 1971). The Fitch algorithm applies to a given tree
and a single character trait at a time: The number of changes
required to explain multiple characters on that tree is simply
the sum of the number of changes required to explain each
individual character.

The Fitch algorithm does not find the best tree; it simply
tells us how many character changes are required for a given
tree. We then would need to repeat the process for other plau-
sible trees to find the most parsimonious. In this box, we illus-
trate the application of the Fitch algorithm to a single character
on one sample tree.

Figure 5.10 illustrates a tree in which we wish to evaluate
the character values red, blue, or yellow for each of seven species
on that tree. The Fitch algorithm proceeds in a series of steps
(Felsenstein 2004). We begin at the branch tips, taking sister
groups and working downward to the base of the tree. Begin-
ning with zero, we keep a running count of how many character
changes are necessary. As we work our way down the tree, each
internal node is assigned one or more character states, and we

update the tally of character changes where appropriate. The

FIGURE 5.10 How many character changes are necessary
for this tree? We will use the Fitch algorithm to determine the
minimum number of evolutionary changes required to explain the
character states of the seven species on this tree.

rules for assigning these character states and tallying character

changes are as follows:

1. If each of the two daughters (immediate descendants) of a
node share one or more possible states for our trait, assign
those shared states to the node in question. In other words,
the possible traits at the node are the inzersection of the set
of possible traits of daughter 1 and the set of possible traits
of daughter 2; that is, any possible trait shared by both
daughter 1 and daughter 2. In this case, we do not increase

our tally of necessary character changes.

2. If the two daughters share no possible states in common,
assign to the node in question all of the possible states for
both daughters. In other words, the set of possible traits at
the node is given by the #nion of the set of possible traits of
daughter 1 and the set of possible traits of daughter 2; that
is, any possible trait from either daughter 1 or in daughter
2. In this case, we augment the tally of necessary character

changes by one.

We then repeat until we have worked all the way to the root

of the tree.

To assign a state to node B:
Because species 6 and 7 also
do not share a common
character state, we assign both
of their states to node B, and
again increase our tally of
changes by one

To assign a state to node A:
Because species 4 and 5 do
not share a common character
state, we assign both of their
states to node A, and increase
our tally of changes by one

Minimum number of
changes thus far: 2

FIGURE 5.11 Assigning possible character states to nodes
A and B. Here we see how to use the Fitch algorithm to assign
possible character states to nodes A and B.




In the figures that follow, we carry out this process for
our example tree. In Figure 5.11, we assign character states
to nodes A and B. In each case, the daughter nodes share
no possible character states in common. We thus take the
union of the daughters’ character states and increase our
tally of character changes by one each time. Node A has two
daughters: species 4, which is blue, and species 5, which
is yellow. Thus, node A is assigned both blue and yellow as
possible character states. Node B has two daughters: species
6, which is red, and species 7, which is blue. Thus, node B
is assigned both red and blue as possible character states. In
each case, the daughters share no possible traits in common,
and so we have to augment our tally of character changes
each time. This gives us a total of two necessary character
changes thus far.

Figure 5.12 illustrates how we continue downward along
the tree. Node C has two daughters: node A with states blue
and yellow, and node B with states blue and red. These share
a common possible state, blue, and so we assign that state to
node C. Because its daughters share a common state, we do not
have to augment our tally of character changes to account for
node C. We then move on to node D. Node D has two daugh-

ters: species 3 with state yellow, and node C with state blue.
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5.2 Parsimony

Because these daughters share no common character states, we
assign to node D the union of their character states, blue and
yellow, and we increase our tally of character changes by one
more, to a total of three.

In Figure 5.13, we assign character states to the two remain-
ing nodes, node E and node F. Node E has two daughters:
species 1, which is blue, and species 2, which is red. We thus
assign the possible character states of blue and red to species E,
and we augment our tally of changes again, giving us a total
of four. Node F has two daughters: node E and node D. These
daughters share blue as a possible character state, so we assign
blue to node F, and we do not need to increase our tally of
changes further.

At this point we have assigned character states to each node
of the tree, and the algorithm is complete. Our tally of char-
acter changes is four. By the algorithm, this is guaranteed to
be the minimum number of changes necessary to explain the
character data on this particular tree.

It is important to realize that the Fitch algorithm does not
tell us the most likely character states for each ancestral node.
In the algorithm, the process of assigning states to interior
nodes is simply a way to count the number of changes, not a

reconstruction of ancestral types.
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To assign a state to node D:

Species 3 and node C do not
share a common character
state, so we assign both of
their states to node D and
increase the tally of changes
by one

To assign a state to node C:

Nodes A and B share a
common character state:
blue. Thus, we assign that
state to node C and do not
increase the tally of changes

Minimum number of
changes thus far: 3

To assign a state to node F:

Nodes D and E share a
common character state:
blue. Thus, we assign that
state to node F and do not
increase the tally of changes

To assign a state to node E:
Species 1 and 2 do not share
a common character state, so
we assign both of their states
to node E and increase the
tally of changes by one

Minimum number of
changes for the entire tree: 4

FIGURE 5.12 Assigning character states to nodes C and D.
Here, we see how to use the Fitch algorithm to assign character
states to nodes C and D.

FIGURE 5.13 Assigning character states to the two remaining
nodes in the tree, nodes E and F. Here we use the Fitch
algorithm to assign character states to nodes E and F.
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H3N2 1968 AUGAAGACCAU
H3N2 1975 AUGAAGACUAU
FIGURE 5.14 Measuring distance
based on nucleotide sequence.
The DNA sequences here represent
a small region at the start of the
hemagglutinin protein of the influ-
enza A virus. These two segments
differ by only a single highlighted
base pair, for a genetic distance of 1.
Data from Verhoeyan et al. (1980).

H1N1 2009
H1N1 2008

C
C

5.3 Distance Methods

Phylogenetic distance methods provide a second approach that evolutionary
biologists use to infer phylogenetic trees. The basic idea behind distance methods
is that if we can measure the pairwise “distances” between species, then we can use
these distances to reconstruct a tree. A warning here: “Distance” is not being used
in the literal geographic sense of feet, miles, and so on. Instead, it is a measurement
of morphological or genetic differences between species. Our aim is to find a
phylogenetic tree with branches arrayed such that the distance along the branches
between any two species is approximately equal to the distance that we measured
between those two species.

To do this, we need to address two questions: (1) how do we measure distance
between species, and (2) once we have these distance measurements, how do we
find the best tree given these distance data? We will address these in turn.

Measuring Distances between Species or Population

There are a number of different ways we can measure the distance between any
two species or, more generally, between any two populations. Prior to molecular
systematics, distances were often computed from morphological measurements or by
tallying the number of character differences between species. Such methods remain
important when using fossil data to build phylogenies for extinct organisms. But
when we study living species, it is now far more common to use DNA sequences
from the two species, suitably aligned (Box 5.2). One of many ways to do this
is simply to count up the number of base pair differences and to use this tally

as the molecular distance between the two species. Figure 5.14

HH illustrates one of the earliest DNA sequence comparisons for

> >

influenza A. Influenza virus proteins that are recognized by the
immune system, such as the hemagglutinin (HA) protein, can evolve rapidly from
year to year to escape immune memory, and therefore even sequences from the same
strain can show sizable year-to-year variation. Shown here are the initial coding
regions of the hemagglutinin (HA) genes from the H3N?2 strains circulating in
1968 and 1975. The regions shown differ by only a single highlighted base pair
and thus are separated by a genetic distance of 1 (Verhoeyen et al. 1980). If we
have amino acid sequence data instead of DNA sequence data, we can look at the
number of amino acid substitutions between the two species and use this tally
as the molecular distance between them. Figure 5.15 illustrates the amino acid
distance between two more recent strains of the Influenza A virus. Here we compare
a short segment of the HA protein in the dominant 2008 H1NT1 strain of the virus
with the equivalent segment in the 2009 HIN1 strain responsible for the 2009
swine flu pandemic. In the region illustrated, the two proteins differ by four amino
acids, for a genetic distance of 4. Due to genetic reassortments among bird, swine,

Val - Lys - Ser - Thr - Lys - Leu - Arg - Leu - Ala - Thr - Gly - Leu
Val - Arg - Ser - Ala - Lys - Leu - Arg - Met - Val - Thr - Gly - Leu

FIGURE 5.15 Measuring distance based on amino acid sequence. The two amino acid
sequences here represent a small region toward the end of the hemagglutinin protein of the influ-
enza A virus. These two segments differ by the four highlighted amino acids, for a molecular dis-
tance of 4. Data from Gallaher (2009).



BOX 5.2 Sequence Alignment

If we want to use any phylogenetic method that relies on DNA
or amino acid sequence data, we face the problem of sequence
alignment. Because of insertions, deletions, and other changes
to the structure of the DNA, the sequences from species from
the various groups being studied may not line up—or align—
cleanly, making comparison very difficult. To see this more
concretely, let’s first look at a case where sequence alignment is
not a problem, as in Figure 5.16.

Now suppose there has been a deletion in the DNA sequence

of species A. Figure 5.17 illustrates the consequences. Because

5.3 Distance Methods

of this deletion, the species A sequence doesn’t align with the
others directly; it would have to be adjusted, leaving a gap at
this position, to align correctly. In general, there can be mul-
tiple deletions at different places in different species, as well
as multiple insertions. Alignment becomes more difficult as
the number of such instances increases. As such, evolutionary
biologists have created various computer program methods for
handling this alignment problem, although many sequences
are still frequently aligned by hand for verification (Feng and
Doolittle 1987; Higgins and Sharp 1988; Baldauf 2003).

FIGURE 5.16 Sequence A
alignment and construction 1 2 3 7
of a phylogeny. (A) A case SpeciesA ACCAGCCTGTGCATCGATGACGACTAAGTGATACCATAAAGACT
where sequence alignment is SpeciesB ACCAGCCTGTGCATCGATGAICGACTAAGTGATACCATAAAGACT
not a problem. Here we have SpeciesC ACGAGCATGTGCATCGATGECGACTAAGTGATACCATAATGACT
nucleotide sequence data for SpeciesD ACGAGCATGTGCATCGATGECGACTAAGTGATACCATTAATGACT
eight species, and the data align. SpeciesE ACCAGCATGTGTATCGATGECGACTAAGTGATACCAAAATGACT
Weseedifferencesacr()ssspecjes SpecieSF ACCAGCATGTGTATCGATG CGACTAAGTGATACCAAAATGACT
at the seven shaded positions. Spec?esG ACCAGCATGTGTATCGATGECGACTAAGTGETACCATAATGACT
(B) From the data in panel A, SpeciesH ACCAGCATGTGTATCGATGECCGACTAAGTGETACCATAATGACT
we can construct a phylogenetic
tree. Adapted from University of B .
Tilinois (2011). ! Species C
C—G Species D
6 Species E
T_I>A Species F
C—T 5 Species G
I
A—C Species H
FIGURE 5.17 Deletions 5 7 .
or insertions affect sequence | | Species A
alignment. Here we see A—>C CoA T-5A Species B

the same sequences as in
Figure 5.16, but with a

single base pair deletion at the
indicated position in species A
and a three-base insertion (red
base pairs) in species H. Notice
that the subsequent base pairs

in species A are now shifted Species A
relative to those in the other Species B
species. To see this, shift the Species C
orange shaded area one posi- Spec!es D
tion to the right and observe Species E
how sequences in the blue and SpeC!es F
. Species G

orange shaded areas will once .
Species H

again align. Similarly, in spe-
cies H the purple shaded area is
shifted three bases to the right.
Adapted from University of
Illinois (2011).

Species A has a one-base-pair
deletion at this site, and therefore
the rest of the sequence does not
align with the other species

ACCAGCCTGTGCATCGATGAGACTAAGTGATACCATAAAGACT
ACCAGCCTGTGCATCGATGACGACTAAGTGATACCATAAAGAC
ACGAGCATGTGCATCGATGCCGACTAAGTGATACCATAATGAC
ACGAGCATGTGCATCGATGCCGACTAAGTGATACCATAATGAC
ACCAGCATGTGTATCGATGCCGACTAAGTGATACCAAAATGAC
ACCAGCATGTGTATCGATGCCGACTAAGTGATACCAAAATGAC
ACCAGCATGTGTATCGATGCCGACTAAGTGCTACCATAATGAC
ACCAGCATGTGTATCGATGCCTAGGACTAAGTGCTACCATAATGAC

Species H has a three-base
insertion at the same site,
again causing misalignment
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0 Genetic distance

FIGURE 5.18 Genetic distances
between species A and D.

(A) There are six pairwise distances
among four species. Here, each
distance is indicated by a colored
band. (B) The distance matrix for
these genetic distances.

A
B C
D A
B
C B
D A
C
B D
C A

FIGURE 5.19 Three different
arrangements of four species.
Four species can be assigned to an
unrooted phylogenetic tree in three
different ways, as shown.

50

B and human influenza viruses, the hemagglutinin
protein 2009 strain differed at a remarkable
89 of 327 amino acid positions from its 2008
predecessor (Gallaher 2009). As a consequence,
many humans were susceptible to this new strain.

In the examples of this subsection, we assumed
that the individuals in each population are similar
with respect to the character we are measuring, or
at least that we have a characteristic sequence from
that population. If instead we have information
about allele frequencies in each population, we
can look at the differences in allele frequencies and use these differences to compute
a genetic distance between the two populations. The idea is that populations with
similar allele frequencies may be more closely related than are those with more
divergent allele frequencies. This approach is more commonly used when attempting
to construct phylogenetic trees showing the relationships among different populations
of a single species. This is a topic of great interest to evolutionary biologists—for
example, those studying the process of speciation or trying to infer patterns of recent
migration—and so population geneticists have developed a number of different ways
to compute distances based on allele frequencies.

Constructing a Tree from Distance Measurements

Regardless of which type of distance measure we are using, the process of
constructing a phylogenetic tree from distance information proceeds as follows:
After measuring our distances between species, we have a list of the distances
between each species pair in our sample. For example, if we are trying to infer the
relationships among four species, A, B, C, and D, we use six pairwise measurements,
as shown in Figure 5.18A.

Researchers often represent these in the form of what is called a distance matrix;
that is, a table that lists the distance between each species pair. The distance between
each species and itself is zero, so the diagonal entries of this matrix are all zero
(shaded on Figure 5.18A). Because the distances are symmetric—it is as far from
A to B as it is from B to A—we only need to fill in the upper half of the matrix to
fully specify all distances. Figure 5.18B is the distance matrix corresponding to the
genetic distances shown in Figure 5.18A.

Once we have these measurements, our aim is to find a way of arranging all six
segments along a single tree. One way to envision the problem is to imagine that
each of the six colored line segments in Figure 5.18A is a cable made of rubber.
We want to lay these out along a four-species phylogenetic tree such that the cables
undergo a minimum of compression or stretching. To try to make this work, we
get to choose the shape of the tree, which species go on which nodes, and how long
to make each branch of the tree.

For a phylogenetic tree relating four species, there is only one basic tree shape,
the one shown in Figure 5.19A. Given this tree shape, there are three distinct
ways to arrange the four species on the four branch tips. These are shown in Figure
5.19A—-C. All other arrangements can be reached by rotating the tree around one
of the interior nodes, and so they do not represent distinct trees. They are just
different visual perspectives on the three ways that are shown in Figure 5.20.



KEYCONCEPT QUESTION

5.2 Show how we can obtain five different rooted trees corresponding to the
unrooted tree in Figure 5.19A.

Our job is now to choose which of these three arrangements is best and how
long each branch should be to minimize the stretching necessary as we lay out
our imaginary cables. There are a number of different algorithmic procedures for
doing this, including what are called weighted least squares, UPGMA (unweighted
pair group method with arithmetic mean), and neighbor-joining methods. Each has
its strengths and weaknesses; we illustrate the weighted least squares solution in
this example.

Because we are looking at only four species, we can already guess which tree shape is
most appropriate without even using the weighted least squares algorithm. Looking
at our distances in Figure 5.18, we see that species A is more closely related to species
C than to any other species, while species B is more closely related to species D than
to any other species. This means that the assignment of species to nodes on our
tree will be that shown in Figure 5.19A. Now A
we want to lay down the six distances with a
minimum of stretching. In doing so, we can
adjust the lengths of the five line segments that
make up the tree. Figure 5.20 illustrates the
best way to do this.

Evolutionary  biologists have readily
available phylogenetic inference software (one
of the most common is a program named

shape and assignment of species to branch
tips—and the branch lengths. Figure 5.21 B
shows the weighted least squares tree for
our example.

To explore an example of distance methods

in action, we turn to a recent study of
infectious disease. In 2014, the largest-ever
outbreak of Ebola virus disease raced through D
the West African countries of Guinea, Liberia,

and Sierra Leone, infecting more than 16,000 people and killing about 38% of
them as of June 2015. In addition to the cost in human lives, the scale of the
outbreak gave researchers and public health workers cause to worry that the virus

might evolve in dangerous ways. It might evolve to transmit more readily from
human to human, perhaps even acquiring the capacity for airborne transmission
(Osterholm 2014). Or the virus might mutate sufficiently that the diagnostics
in place and the vaccines under development would be ineffective (Hoenen
et al. 2019).

A study of 99 viral genomes sampled through June 2014 revealed that the
current virus had several hundred genetic differences from previous Ebola viruses.
Moreover, it appeared to be rapidly accumulating novel mutations at about twice
the rate observed in previous Ebola outbreaks (Gire et al. 2014). Finally, many of

PHYLIP), which can be used to construct / g \,\
such trees, given both the tree topology—the D ’ N

N\
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FIGURE 5.20 Assigning
distances to the tree. When we
use a distance-based method to infer
tree topology and branch lengths,
our aim is to find a tree topology

in which each pairwise distance is

as close as possible to that inferred
from the data. For this example,
with four species and six pairwise
distances, our aim is to arrange the
six measured distances, or “cables,”
to best fit together in a phylogenetic
tree. (A) If we pick the wrong tree,
the fit will be very poor: Some of the
cables representing each pairwise
distance will be much too long,

and others will be much too short.
(B) For the best tree, the cables are
too long or too short by only a small
margin.

The measured pairwise distances
fit poorly to a tree with the wrong
assignment of species to nodes
and the wrong branch lengths

For example, the measured
distance between D and B,
shown in orange, is too short...

...and the measured distance
between A and B, shown in
red, is too long

However, they fit very well
once we find a tree with
the proper assignments
and branch lengths

Here each measured distance
very nearly matches the branch
lengths between species

18.9

18.3 20.0
D A

FIGURE 5.21 Weighted least
squares tree for our example.
Branch lengths are indicated by the
values listed alongside each branch.
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FIGURE 5.22 Matricies of
nucleotide and amino acid
sequence differences between
2015 Ebola isolates. Researchers
created distance matrices show-

ing the distances between strains
collected in Guinea in March,
Sierra Leone in June, and Mali in
October and November. (A) The
relatively small number of nucleo-
tide sequence differences between
the Sierra Leone sequences and the
Mali sequences indicates that the
viral genome was was not rapidly
evolving. (B) The minimal number
of amino acid sequence differences
between these isolates indicates that
the virus was not quickly acquiring
beneficial mutations.

A Nucleotide differences
Guinea March 2015
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B Amino acid differences
Guinea March 2015

these new mutations changed the amino acid sequence of viral proteins and thus
were likely to have phenotypic effects. (As we will explore in greater detail in the
next chapter, each animo acid is encoded by several nucleotide triplets, and thus
not all nucleotide sequence changes will alter the amino acid sequence as well.)
But was the virus actually evolving to spread more easily among humans? Or
were most of the changes that the researchers observed merely transient deleterious
mutations that were likely to disappear?

As the epidemic continued, Thomas Hoenen and his colleagues set out to
answer these questions and determine how rapidly the virus was changing over
a longer timescale. In October and November of 2014, Ebola virus disease was
introduced into the nation of Mali twice, both times from Guinea. Hoenen’s team
sequenced four samples of the virus from these two introductions into Mali. They
then compared these to Guinean samples taken near the start of the epidemic in
March 2014 and to samples from Sierra Leone taken in June. They created distance
matrices indicating the number of nucleotide differences between viral genomes
and the number of amino acid differences between viral genomes (Figure 5.22).

To understand the phylogenetic relationships among the isolates taken at
different times, the team also used this distance matrix to construct a phylogeny
of these strains, using a distance method known as neighbor joining. This approach

produces an unrooted tree. The
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rate at which new mutations were
occurring in the population of
Ebola viruses. They found a much
lower rate than was estimated by
the previous study and concluded
that the virus was not in fact
evolving significantly faster than in
previous outbreaks. Moreover, the
nucleotide sequence changes that
they did see tended not to result
in amino acid sequence changes.
Finally, a paper by another research
group noted that most of the animo
acid changes that did occur were
in parts of the viral protein where
we would not expect substantial
phenotype effects (Olabode et al. 2015). All three of these observations suggest
that much of the non-silent (amino acid-changing) variation observed in

SLS

the previous study either had no effect or consisted of transient deleterious
mutations that would eventually be lost to selection. This was good news. It
appeared that the virus was not rapidly acquiring mutations that could enhance
human-to-human transmission and hamper efforts to control and eradicate the
outbreak.

We conclude with a caveat. As encouraging as it was that the virus was not
rapidly evolving, public health authorities cannot afford to let their guard down
when something like the 2014 Ebola outbreak occurs. Any time a virus emerges
from an animal population and undergoes sustained transmission in humans, there
is a real risk that it will evolve to transmit more efficiently among humans (Antia
et al. 2003). This is the major fear surrounding HSN1 avian influenza (bird flu),
a strain that is rarely transmitted between humans but kills a high fraction of the
people that it does infect (Guan et al. 2004). On top of the immediate human cost
of disease, the risk of viral evolution provides yet another reason that we need to
move aggressively to control such outbreaks wherever they arise.

One of the major advantages of distance methods is that they are computationally
very fast, allowing researchers to construct very large phylogenies that include
many species. Another advantage of distance methods is their conceptual
simplicity. But distance methods are not without problems. One of the biggest
concerns to many researchers is a philosophical one: Distance methods lack any
sort of underlying evolutionary model. Rather, they are fundamentally phenetic in
their approach, meaning that they group species together according to similarity
without attempting to reflect the underlying historical evolutionary relationships
among those species. The assumption being made here is that the similarity we
are measuring is a reflection of homology rather than analogy. Sometimes this is
correct, and sometimes it is not. When we work with these methods, we accept
the risk that some traits we use are analogous, in order to obtain the benefit
of having many easily measurable characters available when building our tree.
Many contemporary evolutionary biologists prefer c/adistic methods, which aim to
reconstruct evolutionary relationships explicitly.

5.3 Distance Methods

FIGURE 5.23 A phylogenetic tree
of Ebola virus isolates. Using the
nucleotide distance matrix in Figure
S.22A, the researchers created this
phylogeny of the Ebola virus strains.
Unlabeled branches correspond to
other isolates measured but omitted
from the distrance matrices for sim-
plicity. The phylogeny reveals that
three distinct clades were respon-
sible for the three outbreaks.
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FIGURE 5.24 Phylogeny of
magpie populations. (A) The
black-billed magpie (Pica hudsonia).
(B) An unrooted phylogenetic tree
showing relationships among four
magpie populations: the Korean
magpie (Pica pica sericea), the
Eurasian magpie (Pica pica pica), the
black-billed magpie (Pica hudsonia),
and the yellow-billed magpie (Pica
nuttalli). This phylogeny is based on
a maximum parsimony phylogeny
derived using mitochondrial DNA
sequences. Panel B adapted from Lee
et al. (2003).

A

There is another problem with distance methods as well. When we use genetic
distances in the process of building phylogenies, we are assuming that the more
DNA sequences differ from each other, the more distantly related our species are.
But what if some species in our taxa of interest are evolving faster than others (as
in Figure 5.9)? In that case, it is possible that quickly evolving species cluster
together because of the speed at which they evolve, rather than because of true
phylogenetic history. Although this is beyond the scope of what we will cover
in this chapter, we note that evolutionary biologists have developed a number of
statistical techniques is an attempt to deal with these difficulties.

5.4 Rooting Trees

In our treatment of parsimony in Section 5.2, we illustrated our trees as if they
were rooted. Strictly speaking, however, a maximum parsimony approach does not
distinguish among the multiple alternative rooted trees that correspond to the
same unrooted tree. Any two rooted trees corresponding to the same unrooted tree
will require the same number of changes, so there is no way to distinguish among
them using parsimony criteria alone. If we want to work with rooted trees, then, it
is important to have ways of ro0ting—assigning a root to—the unrooted tree that
we get from a maximum parsimony analysis.

The most common approach to rooting a tree is to use an outgroup. Suppose
we have an unrooted phylogenetic tree of several magpie species, as shown in
Figure 5.24, and from this we wish to derive a rooted phylogenetic tree for these
populations (Lee et al. 2003).

To root this tree using the outgroup method, we pick another species that we
know in advance to be an outgroup; that is, a related species that branched off
earlier in evolutionary history from the entire clade that we are considering. In this
case, the azure-winged magpie (Cyanopica cyana) works well. The azure-winged

4 a
Eurasian magpie

Korean magpie
Yellow-billed magpie

magpie is a fairly close relative of
the group we are considering, but
this species is less closely related
to the members of the Pi
genus than the Pica species are
to one another. We can therefore
construct another phylogenetic

tree that includes our outgroup,
as shown in Figure 5.25A.

We can form a rooted tree
from an unrooted tree simply
by picking a branch around
which to root the tree. Using the
Black-billed magpie outgroup method, we select the
branch leading to the outgroup;
namely, the branch connecting
the Pica magpies to the azure-
winged magpie. We then draw

a tree rooted around a point (the
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red dot in Figure 5.25A) on this branch. Figure 5.25B shows the rooted tree that
we get by this process.

As we discussed in Chapter 4, rooting the tree can be useful because a rooted tree
informs us about something that evolutionary biologists are keen to know—the
polarity of character changes. For example, consider the light-colored beak that is
unique to the yellow-billed magpie. From the unrooted tree in Figure 5.24B, we
cannot tell whether having a light bill is ancestral or derived, because we do not
know along which branch the root lies. If the tree were rooted along the branch
between the yellow-billed magpie and the rest of the tree, having a yellow beak
could have been the ancestral state, which was then lost in the branch leading to
the other magpie populations. But once we find the root, we see that a yellow beak
is very likely to be a derived B
Even ignoring the
fact that the outgroup also has a

character.

dark beak, we see that we would

. . Black— Yellow-
require  multiple  character Korean Eurasian billed billed Korean
changes to explain the beak magpie ¥ magpie magpie magpie magpie

color character if yellow beaks
were ancestral, whereas we can
explain this character with a
single character change given
the likelihood that yellow beaks
are derived (Figure 5.26).
Knowing the root of the

.
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Black-billed
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FIGURE 5.25 Rooting the magpie
phylogeny using an outgroup. The
azure-winged magpie (Cyanopica
cyana) serves as an outgroup for the
genus Pica. On the unrooted tree
(A), the red dot indicates the point
around which we will root the tree.
The rooted tree (B) has the azure-
winged magpie as an outgroup.
Adapted from Lee et al. (2003).

FIGURE 5.26 Parsimony
suggests that yellow beaks are a
derived character. (A) If yellow
beaks are ancestral, multiple charac-
ter changes are required to explain
the distribution of beak color on the
phylogeny. (B) If yellow beaks are
derived, we can explain the distri-
bution of beak color with a single
change.

Black- Yellow-
Eurasian billed billed
magpie  magpie magpie

tree can also tell us about
phylogeography: the story

of how a group of populations

Al—
Black beaks originate
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times if the ancestral
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if the ancestral
state was black
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2. Korean and
Eurasian magpies

split to North America

3. A subpopulation of Eurasian
magpies cross the Bering Strait

The
explanation of

evolutionary  history.

4. North American magpies split
into yellow-billed and black-billed
species

conventional
magpie evolution had been
that magpies arose in Asia and
subsequently colonized North
America in two separate waves,
once early leading to the yellow-
billed magpie, and again later
as the black-billed magpie.
But the form of the rooted

\

1. Magpies originate
somewhere in East
Asia

tree suggests an alternative
hypothesis (Lee et al. 2003). It
suggests that a subpopulation

Black- Yellow- of Eurasian magpies invaded

Korean Eurasian billed  billed North America a single time
magpie = magpie magple magpie ) >
and that their descendant

lineages branched into the

=== Eurasian

black-billed and yellow-billed

m= Black-billed e magpie species found there
== Korean in character (Fi 5.27)
igure 5.27).
Yellow-billed state 8

FIGURE 5.27 Magpie phylogeog-
raphy as inferred from the rooted
phylogeny. Magpies appear to have
originated in East Asia, where they
diverged into the Korean magpie
lineage and the Eurasian magpie
lineage. A subpopulation from the
Eurasian lineage then crossed the
Bering Strait to the New World

and subsequently underwent specia-
tion, producing the black-billed and
yellow-billed species now found in
North America.

Of course, we could only
follow this outgroup rooting
procedure because we knew that the azure-winged magpie is a suitable outgroup
to the genus Pica. In other words, we already knew quite a bit about the patterns
of evolution in the larger corvid clade that includes the genus Pica, and this
knowledge helped us get a more detailed picture of evolution within the magpies.
There are other methods of rooting trees. For example, molecular clock rooting
methods assume a constant rate of molecular evolution along each branch of the
tree and then locate the root at a point that is evolutionarily equidistant from
each of the branch tips (Huelsenbeck et al. 2002). We will not treat these here.

5.5 How Many Different Trees Are There?

We have discussed several ways of inferring phylogenies. In each of these cases,
biologists can use computational algorithms to determine how strongly any
particular phylogeny is supported by the data. Why, then, is phylogenetic inference
a difficult and computationally intensive problem? The answer lies in the fact that
there are simply too many possible phylogenetic trees to search, even with the
fastest of computers. Instead, researchers must devise clever ways to search within
the “space” of possible trees.

In this section, we will develop a basic intuition for the problems evolutionary
biologists face regarding the number of possible trees: Just how big is the space
of possible trees, and how rapidly does the space grow as we add species or other
taxa (Felsenstein 2004)? We will begin by considering unrooted trees. There is
only one unrooted tree relating three species A, B, and C, as shown in the center

of Figure 5.28.
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Now think about the different ways we could add a fourth D
branch to this tree to create an unrooted tree for four species.
Our three-species tree has three branches, each leading from the
internal node to one of the three tips. To create a four-species tree,
we could add a new branch leading to a new species D to any of
these three branches. Each point of attachment creates a different
four-species tree, as illustrated in Figure 5.28. Thus, there are
three different unrooted four-species trees.

Each of the four-species trees has five branches. We can create a
five-species tree by adding a new branch, with a new species E, to o)
any of those five branches. Each choice of attachment location again
produces a different tree. Thus, from each of our three four-species
trees, we can produce five different five-species trees. This gives us
atotal of 3 X 5 = 15 different five-species trees.

We can continue adding branches in this B
way and counting the resulting trees. Each b A
time we add a new branch, we get a tree with \
two additional branches: One of these is the
one we just added, and the other comes from
splitting the branch to which our new branchis B C
attached. This means that our five-species trees
will have seven branches and seven potential attachment points, our six-species
trees will have nine branches, and so forth. There will be 3 X 5 X 7 = 105 six-
species trees and 3 X 5 X 7 X 9 = 945 seven-species trees. As shown in Table 5.1,
even a relatively small number of species can be arrayed on unrooted trees in an
exceptionally large number of ways.

To give you a sense of just how rapidly these numbers increase, there are more
13-species trees than there are people on the planet (somewhat over 7 billion
at present). There are more 22-species trees than there are stars in the universe
(approximately 10%°). There are more 3G-species trees than there are water
molecules in all of Earth’s oceans (approximately 1077). There are more 53-species
trees than there are atoms in the universe (approximately 10%°).

This is just the number of possible #nrooted trees. As we have seen, each
unrooted tree corresponds to numerous rooted trees. From an initial unrooted
tree, we can form a distinct rooted tree by rooting on each of its branches. An
unrooted tree with £ species has 2& — 3 branches, which means that there will
be (2& — 3) times as many rooted trees as there are unrooted trees. So, for our
53-species taxon, there are about 10%° (the unrooted case) X 103 (that is, 24 — 3)
possible rooted trees.

Clearly, with so many possible trees for even a few dozen species, it is not
feasible to check each and every tree to see how well it explains a given set of
character data. As a result, computer programs for reconstructing phylogenies
have to be very clever in the way that they search the set of possible trees, only
checking a very small fraction of those trees. Researchers continue to develop
increasingly good algorithms for selecting which trees to check and which can be
safely ignored; this search problem makes up much of the challenge of phylogenetic
inference.

FIGURE 5.28 A fourth species
can be added to a three-species
tree in three different loca-

tions. An unrooted tree with three
species is shown at the center of the
figure. From this tree, we can make
three different unrooted trees relat-
ing four species. Each is constructed
by adding a branch (for species D)
to a different branch of the three-
species tree.
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TABLE 5.1

The Number of Different Unrooted Trees for 3 to 30 Taxa

Number of Taxa Unrooted Trees

3 1
4 3
5 15
6 105
7 945
8 10,395
9 135,135
10 2,027,025
11 34,459,425
12 654,729,075
13 13,749,310,575
14 316,234,143,225
15 7,905,853,580,625
16 213,458,046,676,875
17 6,190,283,353,629,375
18 191,898,783,962,510,625
19 6,332,659,870,762,850,625
20 221,643,095,476,699,771,875
21 8,200,794,532,637,891,559,375
22 319,830,986,772,877,770,815,625
23 13,113,070,457,687,988,603,440,625
24 563,862,029,680,583,509,947,946,875
25 25,373,791,335,626,257,947,657,609,375
26 1,192,568,192,774,434,123,539,907,640,625
27 58,435,841,445,947,272,053,455,474,390,625
28 2,980,227,913,743,310,874,726,229,193,921,875
29 157,952,079,428,395,476,360,490,147,277,859,375
30 8,687,364,368,561,751,199,826,958,100,282,265,625

5.6 Phylogenies and Statistical Confidence

Throughout this chapter, we have stressed that constructing a phylogenetic tree
involves sampling characters and making assumptions about homology, and that
any phylogeny is a hypothesis about the true evolutionary history of a group of
organisms. As a result, it is essential that we develop statistical measures of support
for our phylogenetic hypotheses. Yet, thus far, we have only looked at how we find
a “best estimate” of the real phylogeny, and not at another component of statistical
inference: how we measure our confidence in that best guess.
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FIGURE 5.29 Statistical certainty for a phylogeny. This phylogeny of the
Agricomycetes, a class of fungi, is based on several nuclear loci. We might like
to know, given this data, how certain we are that the subclasses Agaricomy-
cetidae (red) and Phallomycetidae (blue) each represent monophyletic groups.
Bootstrap resampling and odds ratio testing offer two ways for us to answer
this question. Adapted from Hibbett (2006) and Matheny Boletales
et al. (2007).

Atheliales

Agaricomycetidae

———— Agricales

Once we have used our character data to infer a tree, Russulales
how certain are we that this tree—or some aspect of
this tree—is correct? How do we know when we
can reject a hypothesis of the form “the clade X Hymenochaetales ‘
is monophyletic” or “species A and B are sister
groups”? These are issues of statistical confidence.
Typically, we might aim to ascertain whether we Trechisporales
can reject a hypothesis with 95% confidence—
that on average, for every 100 instances in
which we reject a hypothesis, we are doing so Gomphales
correctly in 95 instances.

Researchers have developed a number of @

techniques for quantifying how strongly Phallales il |
— ¢ oA

our data support a given phylogeny. “
In this section, we explore two of

these approaches. The first, known as s Hysterangiales “'@
bootstrap resampling, can be used
with any technique for phylogenetic -T‘I

inference, be it parsimony, a distance Geastrales u

method, or a model-based method

Phallomycetidae

such as maximum likelihood or
Bayesian inference. The second, Auriculariales
odds ratio testing, can only
be used with the model-based
frameworks  of = maximum Cantharellales
likelihood or Bayesian inference

that we describe in the appendix

to this book. Sebacinales

Bootstrap Resampling

Suppose we infer a phylogenetic tree such as that in Figure 5.29 from a set of
character data. How certain are we that this is the “correct” tree; that is, the
actual phylogeny of the groups we are studying? If we are looking at even modest
numbers of species, we will rarely be sure—our statistical confidence is low—that
we have exactly the right tree. Because there are so many possible trees, and because
many of them may be very similar, it is rare that we will have a single tree that is
95% likely given our data.
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FIGURE 5.30 Resampling character data. Here we
have a character-state matrix made up of binary character
data for 10 characters in 5 species. A single bootstrap

replicate is created by resampling—Dby picking characters
one at a time from the original data set to include in the
replicate data set. Because sampling occurs with replace-
ment, it is possible to draw the same character more than
once and to draw other characters not at all. In the illus-

tration here, character C appears three times in the rep-
licate data set, and character F appears twice. Characters
E, G, and H do not appear at all. Note that for each spe-
cies, the character states do not change when resampling
occurs. This procedure resamples at the level of which
characters are included in the analysis, but it does not
cause changes in character-state assignments.

FIGURE 5.31 An overview of

a bootstrap analysis. Given our
character data (A), we construct our
estimated phylogeny (B). We also
resample from the original character
data to create multiple bootstrap
replicate data sets (C). For each
replicate data set, we construct a
phylogenetic tree using the same
procedure that we used on the origi-
nal character data. This gives us a
replicate tree for each replicate data
set (D). To assess the support for any
feature of our original tree, we count
up the percentage of replicate trees
that also display this feature.

What this means is that, typically, we will not want to make
confidence statements about the entire tree. Instead, we will make
statements about features of the tree. In essence, we can break down
our problem into more manageable bits. Because we are interested
in inferring patterns of shared ancestry, one of the most important
features of a tree is the set of monophyletic clades that it implies.
Thus, a common aim of confidence assessment in phylogenetics is
to say how strongly the data support a given monophyletic clade.
In Figure 5.29, for example, how certain are we that the subclass
Agaricomycetidae is indeed monophyletic? How certain are we
that the subclass Phallomycetidae is monophyletic?

Bootstrap resampling offers a powerful way to answer questions
of this sort, by creating many new data sets from the observed data
to get a representative distribution of results. To illustrate, suppose
we have observed 10 different characters for 5 species. For this
example, we will assume that these are binary charvacters; namely,
characters that have two possible states, which we will call 0 and
1. For example, binary characters include whether individuals in a
species engage in parental care, whether they have cryptic coloration,
and whether their sex determination depends on chromosomes or
on environmental factors. We can represent our observations as a
character-state matrix, a table that lays out the states for each character
in each species. Such a matrix is shown at the top of Figure 5.30.

To carry out a bootstrap analysis, we resample from our original
character-state matrix to create a collection of bootstrap replicate
data sets; that is, a set of alternative character-state matrices.
Essentially, this procedure involves picking a set of characters,
with replacement, from the original set of characters and using these
picks to form a new data set. Figure 5.30 illustrates the basic type
of procedure that we might follow to generate a single replicate
character-state matrix. In a bootstrap analysis, we create several
hundred such replicate matrices.

We then apply the same tree-building methods that we used on our original data

set to each replicate character-state matrix. This gives us a collection of bootstrap
replicate phylogenies. Finally, we look to see how often the feature we are interested
in—say, one particular set of species forming a monophyletic clade—occurs

among our replicate phylogenies (Figure 5.31). If, for example, these species form

A

Estimated tree

Cc

Bootstrap replicates

Resample:

Replicate trees
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a monophyletic clade in 90% of the replicate phylogenies, we say that this clade
has 90% bootstrap support. In the phylogeny illustrated in Figure 5.29, the subclass
Agaricomycetidae has 96% bootstrap support and the subclass Phallomycetidae
has 98% bootstrap support. Thus the data strongly support the hypothesis that
each is a monophyletic group.

Often, when presenting a phylogenetic tree, researchers will indicate the level of
bootstrap support for each clade. This is done by placing a percentile number along
the branch leading to that clade, as in Figure 5.32. Here, the number 90 indicates
that the highlighted clade, just above the number, appears as a monophyletic clade
in 90% of the bootstrap replicates.

Although bootstrap support levels and statistical significance levels (statements
such as “We can reject the hypothesis that A is not a monophyletic clade with
98% confidence”) are both percentages used to indicate the support that our data
provide for our conclusions, they are not the same thing and should not be confused
with one another. Note that we sometimes see clades with bootstrap support
values of 100%. This means that the clade in question appears in all bootstrap
replicates—but it does not mean that we can reject the hypothesis that this is not
a monophyletic clade with 100% certainty.

Odds Ratio Testing

Bootstrap support levels are not statistical significance levels, but there are other
procedures by which we can construct statistical confidence tests for whether we
have correctly depicted various features of our phylogenetic tree. When using
likelihood or Bayesian methods for phylogenetic inference, we can do this using an
approach known as odds ratio testing.

Suppose that once we reconstruct a phylogenetic tree, we want to determine
how strongly our character data support a given feature of this phylogenetic tree.
For example, suppose that again we want to know how strongly the data support
whether clade A is monophyletic, as shown in Figure 5.32. To answer this question,
we can compare the best possible tree overall against the best possible tree in which
clade A is not monophyletic. We have already found the former. This is simply the
tree that we constructed in the basic process of phylogenetic inference. We can find
the latter by constraining our search of phylogenetic trees to consider only those in
which clade A is not monophyletic.

We can then see how much better is the best tree with clade A monophyletic, relative
to the best tree without clade A monophyletic. Various statistical procedures have
been developed for making this comparison and determining when the difference
is statistically significant.

Testing Hypotheses about Phylogenetic Structure

In Chapter 4, we looked briefly at two different hypotheses for the phylogenetic
relationships among mammalian groups. According to the Theria hypothesis,
placental mammals (Eutheria) and marsupials (Metatheria) are sister groups, with
monotremes (Prototheria) more distantly related (Figure 5.33A). By contrast, the
Marsupionta hypothesis places the marsupials and monotremes as sister groups, with

90

FIGURE 5.32 Numbers at a
branch point indicate bootstrap
support. The number 90 indicates
that the highlighted clade (species
Ay, Ay, and Aj) appears as a
monophyletic clade in 90% of the
bootstrap replicates.
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FIGURE 5.33 Two competing
hypotheses for the evolutionary
relationships among mammalian
groups. (A) Under the Theria
hypothesis, the placentals and
marsupials are sister groups and
thus form a single monophyletic
clade, whereas marsupials and
monotremes are not a monophyletic
clade. (B) Under the Marsupionta
hypothesis, the marsupials and
monotremes are sister groups and
form a monophyletic clade, but
placentals and marsupials together
are not monophyletic. Adapted from
Meyer and Zardoya (2003).
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the eutherian mammals more distantly related (Figure 5.33B). Prior to widespread
genomic analysis, there was considerable controversy as to which of these two
hypotheses was correct. Morphological evidence tended to support the Theria
hypothesis, whereas molecular evidence from mitochondrial DNA (mtDNA)
sequences tended to support the Marsupionta hypothesis.

In an effort to bring a new source of data to bear on the problem of distinguishing
between these alternative hypotheses, Keith Killian and his colleagues obtained
DNA sequences of a large nuclear gene known as MOP/IGF2R from 11 placental,
2 marsupial, and 2 monotreme species (Killian et al. 2001). They used this DNA
sequence data to construct a phylogeny of the mammals. They reasoned that if
the Theria hypothesis was correct, the placentals and marsupials would form a
single monophyletic clade, whereas marsupials and monotremes would not form a
monophyletic clade. If the Marsupionta hypothesis was correct, the reverse pattern
would hold: Marsupials and monotremes would be a monophyletic clade, but
placentals and marsupials together would not be monophyletic.

When Killian and his colleagues constructed a maximum likelihood tree, they
found a pattern of relationships consistent with the Theria hypothesis. Their tree,
shown in Figure 5.34, places Eutheria and Metatheria as sister groups.

But how much should we make of this result? Does the Theria hypothesis do
a much better job of explaining the data from the MG6P/IGF2R gene or is the
Marsupionta hypothesis a close second? In other words, can we quantify how
strongly the data support the Theria hypothesis relative to the Marsupionta
hypothesis? This is where the method of bootstrap resampling comes in. Killian
and his colleagues created 100 bootstrap replicate data sets by performing the
resampling procedure we have described. When they constructed phylogenetic
trees for each replicate, they found that the placental mammals and marsupials
formed a monophyletic clade in every one of the 100 replicate trees (shown by
the magenta number 100 on the tree). This indicates that these particular data
very strongly support the Theria hypothesis. As shown in Figure 5.34, other
clades are much less well supported. For example, the bat and hedgehog formed a
monophyletic clade in only half of the bootstrap replicates (shown by the magenta
number 50 on the tree).
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Because Killian and his colleagues were using maximum likelihood to construct
their phylogeny, they could also use an odds ratio test to evaluate the strength of
support for the Theria hypothesis. To do so, they compared the maximum likelihood
tree shown in Figure 5.34 with the maximum likelihood tree given the constraints
of the Marsupionta hypothesis. That is, they compared their maximum likelihood
tree with the highest-likelihood tree in which the marsupials and monotremes
formed a monophyletic clade. A likelihood ratio test allowed them to reject (at the
» < 0.001 level) the hypothesis that there is no difference in likelihood between
the maximum likelihood tree (which happens to support the Theria hypothesis)
and the best tree that is consistent with the Marsupionta hypothesis. Like the
bootstrap resampling approach, the odds ratio test approach showed that Killian’s
data strongly supported the Theria hypothesis over the Marsupionta hypothesis.

Since the publication of Killian’s paper, numerous additional mammalian
phylogenies have been constructed using nuclear DNA. These have overwhelmingly
supported the Theria hypothesis, and today the majority of researchers would agree
that placental mammals and marsupials are sister groups, and that monotremes are
more distantly related.

FIGURE 5.34 A maximum
likelihood tree for the mam-

mals. Killian and his colleagues
inferred this maximum likelihood
tree based on sequence data from
the MOP/IGF2R gene. Numbers
represent bootstrap support values
for each clade. Theria—the group
comprising placentals and marsupi-
als but not monotremes—has 100%
bootstrap support as a monophyletic
clade. Other clades, such as that
comprising bats and hedgehogs,
have much lower bootstrap support.
Adapted from Killian et al. (2001).
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KEYCONCEPT QUESTION

5.3 In the phylogeny shown in Figure 5.34, which monophyletic clade or clades have
the strongest statistical support? Which have the weakest support?

5.7 Fossil Evidence of Evolutionary History

Evolutionary biologists use many different kinds of traits to reconstruct evolutionary
trees, from fossil evidence to anatomical features of modern organisms, from
embryological processes to genetic sequence data, from behavioral patterns to
chromosome structure. DNA sequences are the most frequently used character for
phylogenetic construction today, but DNA may not always be available, as in the
case of the fossil record (although recent advances in extracting DNA from some
types of fossilized remains are making molecular phylogenetics possible even for
extinct groups). Even when DNA sequences are available, alternative characters—
morphological, behavioral, or otherwise—can provide additional lines of evidence
with which to test the evolutionary hypotheses that our molecular trees represent.
In general, we see a high degree of concordance (agreement) among phylogenies
constructed using various types of traits, although often some of the smaller details
can vary, depending on the choice of characters.

In this section, we will explore how evolutionary biologists can use fossil
evidence to understand evolutionary history.

The Fossil Record

Especially for extinct taxa, the fossil record is a primary source of data for
constructing phylogenetic trees. Scientists can use these data to formulate
hypotheses about phylogenetic relationships. For example, Wallace, Darwin, and
others recognized that extant (that is, not extinct) species from a given location
tend to resemble fossils uncovered at that same spot more so than fossils found at
other locations. From this and other sources of evidence, 4 years before Darwin
published On the Origin of Species, Wallace concluded that “Every species has come
into existence coincident both in space and time with a pre-existing closely allied
species” (Wallace 1855, p. 180).

Indeed, this pattern of local resemblance among fossils has been observed so often,
and at so many locations, that it is sometimes called the law of succession. Moreover,
it generates a hypothesis: Common ancestry explains the similarity between extant
and fossil species at location 1 and the similarity between extant and fossil species at
location 2, and so on. What’s more, if common ancestry explains the similarity of fossil
and living forms at a given location, then by knowing enough about the geological
and ecological conditions at this location at various points through evolutionary
time, we can generate and test hypotheses about how natural selection and other
evolutionary processes may have been responsible for many of the differences between
fossil and extant species. If, for example, the type of prey consumed in the group we
are studying has changed over time, that might help us explain why the modern and
fossil species are generally very similar but have differences in morphological traits
associated with foraging (tooth shape, beak size, and so on).

To understand better the many ways that evolutionary biologists have used the
fossil record to reconstruct phylogenies, we will examine two examples. The first
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focuses on the use of fossil data to reconstruct the evolutionary history of horses,
and the second examines how fossil evidence explains an important development
in the history of animals—the transition from life in the sea to life on the land.

Phylogenetic Relationships in the Equidae

The reconstruction of the phylogenetic relationships in the Equidae, the family that
includes the modern horse, is largely but not exclusively based on fossil evidence.
Although there is some debate on the details of this phylogeny (Weinstock et al.
2005), the overall picture is clear (MacFadden 1992; Martin 2004) (Figure 5.35).
The earliest Equidae fossils are between 50 million and 60 million years old,
dating from the Eocene. Evidence from fossilized bones and teeth indicate that
these “dawn horses,” or Eohippus, were small compared to modern-day horses. They
weighed only about 5 kilograms (modern horses weigh about 500 kilograms),
and they were primarily browsers (feeding on leaves) rather than grazers (feeding
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FIGURE 5.35 The evolutionary
history of horses from 58 million
years ago to the present. While
not an explicit phylogeny, this
diagram helps us understand the
evolutionary origin of modern
horses. Horse lineages increased

in size, speed, and limb morphol-
ogy, and their snout shape changed
as they adapted to life in emerg-
ing grasslands. Adapted from
MacFadden (2005).
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5¢cm Equus

FIGURE 5.36 Changes in cranial
shape in horse lineages. Eohippus
existed about 50 million years ago,
Mesobippus about 30 million years
ago, Merychippus about 15 million
to 20 million years ago, and Eguus
from about 4.5 million years ago to
the present. From Martin (2004).

on grasslands), with teeth adapted to that mode of foraging (Figure 5.36). Most
strikingly, Eobippus had hind limbs with three toes and forelimbs with four toes,
rather than the hooves of modern horses.

KEYCONCEPT QUESTION
5.4 Why do we say that the diagram in Figure 5.35 is “not an explicit phylogeny”?

As we move forward in evolutionary time (toward the present) to the Oligocene,
the fossil record shows a general trend in which equid lineages such as Miohippus and
Mesohippus became somewhat larger in body size (approximately 10-50 kilograms),
with a more elongated snout and larger molars than those of Eobippus. The general
anatomy of these lineages also changed in a way that suggests that natural selection
favored the ability to run more swiftly. But the story of horse evolution is not one
in which a single series of species changes gradually and unidirectionally from the
tiny Eobippus to the large modern horse. During the Miocene, horses underwent
a large-scale radiation, with different lineages evolving a diversity of body sizes,
some larger and some smaller than those of their Oligocene ancestors. The family
Equidae then comprised a number of different species, evolving simultaneously
and often changing in morphology in opposite directions.

The feeding ecology of the Equidae changed during the Miocene as well. With
grassland ecosystems becoming more common, we can see from the structure of
their molars that many, although not all, horse lineages became better adapted to
either a combination of browsing and grazing or grazing alone. The fossil evidence
also reveals that, along the lineage leading to modern horses, a number of forelimb
bones fused together, and the early stages of hooves became evident.

The genus of modern horses, Eguus, includes domestic horses, zebras, donkeys,
and asses; Equus appeared in the fossil record about 4.5 million years ago, emerging
from just one of the lineages of late Miocene horses. Around this time, natural
selection appears to have favored larger animals with teeth better designed for
grazing in their new environments. These animals also had fused forelimbs and
tused hind limbs, with a muscle and tendon system that gave them the “springing”
motion we see in trots and gallops.

We end with a somewhat cautionary note. When working with fossils, it is
sometimes tempting to use post hoc—after the fact—explanations of how natural
selection produced the changes in the lineage being studied. This becomes much
less of a problem, however, when we have a good understanding of how the biotic
and abiotic environments changed over the period associated with the fossils under
investigation. When we have that sort of information—and we do for the case of the
Equidae fossils—we can test whether the changes we see in the traits of the fossils
we are studying are consistent with the sorts of changes that we expect would have
been favored by natural selection, given environmental changes during that period.

Tetrapod Evolution

The fossil record has also been used to reconstruct phylogenies with the specific
purpose of finding species that represent transitions between major life-forms,
such as the transition from aquatic to terrestrial animal species. We will examine
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such a case in this subsection, but as we do, keep in
mind that “transitional” species are past forms, not
current ones. After all, no living species is a direct
ancestor of another living species. Also keep in mind
that being transitional is a relative distinction. All
species, even those we now view as transitional,
were once extant—and at that time they were on the tips of their respective
phylogenetic trees. Likewise, species that today are depicted as the tips of modern
phylogenetic trees will some day in the future be viewed as “transitional.”

The origin of the tetrapods has been a long-standing topic of interest in evolutionary
biology (Ruta et al. 2003; Coates et al. 2008). Evolutionary biologists wondered
what species filled the phylogenetic gap between fish and tetrapods and what these
transitional species actually looked like. Did these transitional species possess both
fish- and tetrapod-like features, and if so, which features, and why? In 2005, researchers
took a big step toward answering these questions when paleontologist Ted Daeschler
and his colleagues uncovered a set of striking fossils on Ellesmere Island, 800 miles
from the North Pole in northern Canada (Daeschler et al. 2006; Shubin et al. 20006).

Daeschler was examining the evolution of tetrapods from lobe-finned fish
(sarcopterygians) in the Late Devonian period (385 million to 359 million years
ago). This evolutionary transition represents not only the emergence of the
group that would one day contain our own species, but also the

FIGURE 5.37 Tiktaalik

roseae. This species, draws here
based on fossil remains, ranged in
length from about 1.2 to 3 meters.

. . . . . ._ ' .
evolution of new forms of locomotion, respiration, and hearing. =
Daeschler lists the remarkable changes that occurred during Ichthyostega
this transition:

The proportions of the skull were remodeled, the series of = .D'
bones connecting the shoulder and head was lost, and Acanthostega
the region that was to become the middle ear was
modified . . ., robust limbs with digits evolved,
the shoulder girdle and pelvi Itered =
e shoulder girdle and pelvis were altered, T i

the ribs expanded, and bony connections
between vertebrae developed. (Daeschler
et al. 2006, p. 757)

. . Panderichthys
Evolutionary processes were dramati-
cally reshaping this lineage. So, what did
organisms look like when these modi-
Eusthenopteron

fications were under way? The fossil
remains of three individuals from a re-
cently discovered species called Tiktaalik
roseae provide some answers to this question (Figure 5.37).

By comparing anatomical traits such as scales, gills, fins, ribs, neck, and limbs in
T. roseae to those species in the fossil record that came before and after, evolutionary
biologists have been able to produce a more comprehensive tree depicting the
transition from fish to tetrapods (Figure 5.38).

At the time when T7ktaalik roseae lived, the land that now lies near the North Pole
was located near the equator, and T. roseze lived in shallow water on a floodplain in a
subtropical or tropical climate. Unlike its lobe-finned fish ancestors, T. roseze had a
flattened body that was capable of complex movements. Its ribs were modified in

T~
FIGURE 5.38 A bridge between
fish and tetrapods. The lineage
that led to modern tetrapods
includes several animals—for
example, Tiktaalik—that are mor-
phologically intermediate between
fish and tetrapods. Skull roofs show
the loss of the gill cover (blue) and a
size reduction in postparietal bones
(green), as well as a reshaping of the
skull. Adapted from Ahlberg and
Clack (2006) and Clack (2009).
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TABLE 5.2

An Association
between Activity
and Habitat®

Nocturnal Diurnal

Arboreal 4 0

Terrestrial 0 6

“A chi-square test reveals an association
between time of activity and habitat,
significant at the p < 0.0016 level.

FIGURE 5.39 Character states
for 10 species. Characters are
shown as nocturnal in dark gray,
diurnal in blue, arboreal in green,
and terrestrial in gold. Adapted
from Felsenstein (2004).

a way that allowed it to support itself on the solid substrate at the bottom of the
shallow waters it inhabited, as well as on land (at least for short periods of time).
The anatomy of T. roseae had been modified so it could move its head in a much
more independent fashion than can lobe-finned fish, perhaps allowing it to feed in
novel ways at the water—land interface. This species was also intermediate between
lobe-finned fish and tetrapods in terms of its respiration, and anatomical analysis
of the fossil evidence suggests that it was capable of breathing both in the water
and in the air.

5.8 Phylogeny, Natural Selection, and
the Comparative Method

One of the principal ways to understand the large-scale effects of natural
selection and other evolutionary processes is by taking a comparative approach.
By comparing traits across groups of species, we can look for trends and
patterns in evolutionary events. Do ecological generalists speciate at lower rates
than ecological specialists? Do species with parental care have delayed sexual
maturation? Do long-lived species evolve larger brains and increased cognitive
capacity? Do chromosome duplications lead to more rapid morphological
differentiation? These are the types of questions that we can approach using the
comparative method in evolutionary biology.

To apply the comparative method properly, it is critical to recognize that
the species we study share a common evolutionary history and that historical
relationships among them are represented by a phylogeny. A simple example
illustrates this point (Felsenstein 2004). Suppose we are interested in understanding
whether two traits, say, nocturnal activity and an arboreal (tree-based) lifestyle,
tend to evolve together. We might think simply to collect information about the
lifestyle of a number of species and enumerate these in a table (Table 5.2). Suppose
we find the pattern of characters in Figure 5.39.

At first glance, Figure 5.39 appears to offer strong support for the hypothesis
that nocturnal and arboreal lifestyles go hand-in-hand. A statistical test
known as a chi-square test reveals that this correspondence is significant at the

p < 0.0016 level.

Species
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B Nocturnal
@ Diurnal
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But there is a problem. The chi-square test Species

assumes that each species evolved independently _ 12 3 4 5 6 7 8 910
. Nocturnalordiurnal? W W W H B B B 5 = =

from every other—in other words, the test does not Arboreal or terrestrial? EEEE
account for any shared evolutionary history among
these species. Suppose that we discover that the Evolution of
phylogenetic history of these species is as depicted arboreal lifestyle
in Figure 5.40. Now we can infer the evolutionary =
changes that gave rise to the characters that we observe. Evolution of nocturnality
The most parsimonious assignment of characters is
shown in the figure.

Knowing what we know from Figure 5.40, we might Presumed
take a different view of the character pattern that we've ® Nootural | Arboreal ancestral

. . M Diurnal Terrestrial state

observed. Rather than representing 10 independent |

samples, we note that the entire pattern has arisen from
a single pair of evolutionary changes, one for each character. We still have some  FIGURE 5.40 Traits ona

evidence that nocturnal behavior and arboreal life go hand-in-hand, because the phylogeny are not independent.
The relationship among our 10

species is indicated by this phyloge-
netic tree. The most parsimonious
to find the probability that both changes happened on exactly the same branch.  assignment of character changes

There are 18 branches on this tree, so, ignoring branch lengths, this probability is ~ has nocturnal activity and arboreal

1/18, or 5.5%, a value that is no longer significant at the 5% level (that is, with living each evolving a single time.
. . . . . . Adapted from Felsenstein (2004).

p < 0.05). If we fail to consider the phylogenetic relationships among the species

we are studying, the comparative method can give misleading estimates of the

significance of the patterns that we observe.

two changes both occurred on the same branch. But is this a statistically unlikely
event or could it have happened by chance? To answer that question, we need

A similar problem arises if we try to look at comparative relationships among
continuous quantitative characters without regard for the underlying phylogeny.
Figure 5.41 shows a hypothetical set of measurements of testes size and age at
first reproduction for 20 species of mammals. Interpreted independently from the
phylogeny, it appears that there is a positive relationship between these quantities:
Species with an earlier age at first reproduction also have a larger testes size. One
might therefore conclude that these two traits are selected to change together: As
one increases, the other increases as well.

Age at first reproduction

FIGURE 5.41 Testes size versus
) age at first reproduction. The solid
line is the best-fit linear regression
Testes size for the 20 hypothetical species.
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(L (L

FIGURE 5.42 The phylogenetic
relationship among the 20 spe-
cies and evolutionary trends
within each clade. (A) The par-
tially resolved phylogeny (that is,
there are polytomies) reveals that an
early divergence event created two
separate clades, which recently radi-
ated to form 10 species per clade.
Adapted from Felsenstein (1985).
(B) Testes size versus age at first
reproduction, with clade member-
ship indicated by color and symbol
shape. Lines indicate the best-fit
linear regressions for each 10-spe-
cies clade considered independently.
Once each clade is considered sepa-
rately, we observe a negative rela-
tionship between testes size and age
at first reproduction, rather than the
positive relationship (dashed line)
we found in Figure 5.41, when the
clades were grouped together.

FIGURE 5.43 Independent
contrasts. This five-species tree
features four independent contrasts:
A versus B, D versus E, 1 versus

C, and 2 versus 3. Here the labels
1-4 represent the inferred character
states of the internal nodes.
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But again, suppose that these points are not statistically independent
observations, but rather are linked by a shared evolutionary history. Suppose that
the phylogenetic tree shows a single early divergence event, as in Figure 5.42A.
This information radically changes our interpretation of the pattern in Figure 5.41.
We now see that a single evolutionary event led to the separation between the two
major clades. Moreover, within each clade, the trend is now exactly the reverse of
what we had originally thought: Testes size tends to decrease with increasing age
of first reproduction. Figure 5.42B illustrates our reinterpretation of the data,
coloring each species according to its clade membership and looking at the trend
within each clade separately.

Thus far, we have seen the ways that we could potentially be misled by applying
the comparative method without properly accounting for phylogeny. How do we
cope with this problem? The method of independent contrasts provides a solution
(Felsenstein 1985). The solution is not to look at each species as an independent
data point, but rather to look at estimated changes that occur along various
branches of the tree, and to pick these branches in such a way that evolution along
each segment can be considered independently of every other segment.

Figure 5.43 illustrates how we can find four independent comparisons to
make in a five-species tree. The key here is that we are not looking at the absolute
character states, but rather at the differences in character states between each pair
that we are considering in a given contrast. That is, if we are studying testes size
and age at first reproduction as our characters of interest, we look at the difference
between testes size for species A and B, and at the difference between age of first
reproduction for species A and B. This pair of differences becomes our first “data

A B C D E A B C D E
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point”; this data point is a difference, or contrast. For our second data point, we
can look at the differences in these characters between species D and species E. As
we see from the figure, the evolutionary path along which D and E diverged from
one another is entirely disjointed from the evolutionary path along which A and B
diverged from one another; the two contrasts, A versus B and D versus E, are thus
said to be independent contrasts.

At this point, we cannot form any additional independent contrasts that involve
only the branch tips A—E; any other path between two species A—E will include a
segment of the A-to-B or D-to-E path, and thus it will not be independent from
the two contrasts that we have already accumulated. We are not finished, however.
We can form additional independent contrasts by considering internal nodes. The
comparison between internal node 1 and branch tip C follows an evolutionary path
that is disjoint from those traced by the A-to-B and D-to-E paths, and it provides
us with a third independent contrast. Although we do not know the character state
of internal node 1 directly, we can and do infer it from the character states of nodes
A and B using a model of evolutionary change. Finally, by using similar logic,
we can find a fourth and final independent contrast in the comparison between
internal node 2 and internal node 3.

Having accumulated a set of independent contrasts in this way, we can now
proceed with well-established statistical analyses, such as linear regression, on the
contrasts to test our hypothesis of interest.

Independent Contrasts:
A Test of the Flammability Hypothesis

Organismsare not merely the passive victims of external environmental conditions;
rather, they actively affect the environment around them. The role of organisms
in this process of niche construction—shaping their own environmental
conditions—can feed back into evolutionary processes in interesting and complex
ways. Fire ecology provides an excellent example. Trees, shrubs, and other plants
not only suffer the effects of fire but also provide the necessary fuel for fire, and
thus it is reasonable to say that an ecosystem’s flora create the conditions for
their own immolation. Certain physiological traits—thin twig structure, low
needle density, and high oil content—tend to enhance the rate and intensity of
fire. Trees that retain their dead branches on the trunk make a particularly large
contribution to the potential for frequent and severe fire. Dead branches are drier
and burn much hotter than living branches; thus, by retaining dead branches
instead of dropping them to the forest floor to decompose, branch-retaining trees
greatly add to the volume of highly combustible fuel in the forest.

Dylan Schwilk and David Ackerly hypothesized that when plant species construct
the fire conditions around them, this has evolutionary consequences (Schwilk and
Ackerly 2001). Specifically, they conjectured that those plants that create the
conditions for frequent and severe fire also induce natural selection oz themselves for
traits that allow rapid regeneration after fires have passed through (Figure 5.44).

To test this hypothesis, Schwilk and Ackerly used a comparative approach,
looking to see if pine species that create conditions for frequent and severe fire
also tend to have traits that allow rapid regrowth after fire, such as the ability to
resprout from surviving underground tissue or serotiny, the fire-induced release
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FIGURE 5.44 Fire-adapted traits
and fire-promoting traits. Many
pines have traits that promote fire in
the environment; these species also
tend to have traits that help them

deal with the frequent occurrence
of fire.

FIGURE 5.45 Phylogeny and the
independent contrasts method.
A consensus phylogeny of the

38 species of Pinus. This phylogeny
allowed researchers to apply the
method of independent contrasts
to their hypothesis regarding traits
that promote fire and traits that
promote regeneration after fire.
Adapted from Schwilk and Ackerly
(2001).
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of seeds from seed cones. They reasoned that if their hypothesis was correct, they
would observe an association between traits that promote fire and traits that
promote regeneration after fire.

For 38 pine species in the subgenus Pinus, the researchers collected data on
a number of traits that affect the fire ecology of the landscape and on a number
of traits that indicate regenerative ability after fire. Here, we will focus on one
particular pair: the retention of dead limbs on the tree as a fire-affecting trait and
serotiny as a regenerative trait.

Because pines are linked by evolutionary history, Schwilk and Ackerly faced a
classic case of the phylogenetic nonindependence we have discussed throughout
this section. To correct for this, the method of independent contrasts was
necessary. They constructed a phylogenetic tree of their study species, and from
this phylogeny they identified a set of independent contrasts between the species
therein (Figure 5.45). Then, for the characters of branch retention and serotiny,
they calculated each of the contrasts for the 38 species.
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By applying the method of independent contrasts, Schwilk and Ackerly were able
to demonstrate a statistically significant association between branch retention and
serotiny, accounting for the shared phylogenetic histories of their study species. They
found similar associations between numerous other flammability-enhancing traits
and regenerative traits. These associations support their hypothesis that flammability-
enhancing tree species are selected for the ability to regenerate rapidly after fire.

In this chapter and the previous chapter, we have learned how to read and interpret
phylogenetic trees. We have seen how phylogenetic trees can be used to generate
and test hypotheses, and we have explored the methods that evolutionary biologists
use to infer or reconstruct phylogenies from character data. We will not be leaving
phylogeny behind with the close of this chapter, however. Phylogenetic reasoning
is a fundamental ingredient in almost every area of evolutionary biology, as we will
see throughout the remainder of this book.

SUMMARY

. The task of reconstructing a phylogenetic tree is a prob-
lem in statistical inference. That is, we wish to make
inferences about the historical evolutionary relationships
among populations based on some data set.

. At the most basic level, to build a phylogenetic tree, we
collect information about the characters of some spe-
cies, and we look at which species have which traits in
common. We begin by assuming that species with many
traits in common are more likely to be closely related to
one another than are species with fewer traits in common.
This logic assumes that common traits are homologies—
traits that are due to shared common ancestry.

. Evolutionary biologists have developed a number of dif-
ferent phylogenetic methods to test whether characters
that are shared across species are analogous rather than
homologous.

. Parsimony methods search for trees that have the mini-
mum number of evolutionary changes. The best phy-
logeny is assumed to be the one that both explains the
observed character data and posits the fewest evolution-
ary changes.

. Phylogenetic distance methods are a second approach
to inferring trees. The idea behind distance methods is
that if we can measure the pairwise “distances” between
species, then we can use these distances to reconstruct a
tree. First, researchers have to measure these distances,
and then they have to use statistical methods to find the

best tree given these distance data. The goal is to find
a tree with branches arrayed so that the distance along
the branches between any two species is as close as pos-
sible to the distance that we measured between those two
species.

. Maximum likelihood methods and Bayesian inference

methods use explicit models of how characters change
through the evolutionary process. By applying tech-
niques of statistical inference, they attempt to find the
phylogenetic tree that best explains the data.

. For any comparison involving more than a few species,

there are too many possible phylogenetic trees to search
exhaustively, even with the fastest computers, and so
researchers have devised clever ways to search within the
“space” of possible trees.

. Evolutionary biologists have developed numerous sta-

tistical measures of support to test their phylogenetic
hypotheses. Once they have used character data to infer
a tree, they can test how certain they are that a tree—or
some component of a tree—is correct. Bootstrap resam-
pling is one technique for doing this; the odds ratio test
is a second technique used to address such questions.

. When using the comparative method for studying how

natural selection operates, we must account for any shared
evolutionary history among the species we are studying.
The method of independent contrasts allows evolutionary
biologists to do this.
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KEY TERMS

Bayesian inference (p. 150)
bootstrap resampling (p. 167)
genetic distance (p. 158)

independent
contrasts (p. 178)

REVIEW QUESTIONS

1.

KEY CONCEPT APPLICATION QUESTIONS

11.

A
L 4

12.

13.

long-branch

attraction (p. 153)

maximum likelihood (p. 150)
niche construction (p. 179)

odds ratio testing (p. 167)

parsimony (p. 151)

phylogenetic distance
methods (p. 156)

phylogeography (p. 163)
sequence divergence (p. 148)

The introductory story of the chapter involves an HIV
outbreak in a children’s hospital in Benghazi. List two
pieces of evidence provided by phylogenetic analysis
that this infection was accidental rather than a deliberate
action by the accused medics.

. What kind of information do researchers use to create a

phylogenetic tree?

. Concisely describe the core idea underlying parsimony

methods of phylogenetic reconstruction.

. What type of phylogenetic reconstruction uses a distance

matrix?

Which of the two trees illustrated below offers a more par-
simonious explanation for the observed character states?

B
O H H A A OO OB B A AVPO

For the same character data in question 11, can you draw
an even more parsimonious tree than either of the two
shown? If so, draw it. If not, explain why it is not possible
to do so.

Given the tree that follows and the character states for
the three characters illustrated, assign possible locations
of character changes on the tree. Be sure to indicate the
presumed ancestral state.

5. What is the purpose of sequence alignment?

. Why is it computationally difficult to infer a phylogeny

for even a few dozen species?

. When using the outgroup method to root a phylogenetic

tree, on what branch do you place the root?

. What does it mean when a node in a phylogeny has a

bootstrap value of 95?

. Why do we say that Tiktaalik is a transitional species?

10.

Why do comparative biologists need to use independent
contrasts when looking at evolutionary trends?

@@ k]~

14.

15.
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Are your assignments of state changes from question 13
parsimonious? How do you know?

Is there only one maximally parsimonious way to assign
state changes to the tree in question 13? If so, why? If
not, show two different ways.



16. Which of these three assignments of taxa to branch
tips—1, 2, or 3—is most likely given the distance matrix
that follows?

1 2

A C A B

17. The figure below illustrates an unrooted phylogeny (after
Zhang and Ryder 1994) of several bear species: the polar
bear (Ursus maritimus), the brown bear (Ursus arctos), the
American black bear (Ursus americanus), and the spectacled
bear (Tremarctos ornatus), with the giant panda (Azluropoda
melanolenca) as an outgroup. Using the outgroup method,
redraw this unrooted phylogeny as a rooted phylogeny.

Spectacled bear

Giant panda

(outgroup) American

black bear

Brown bear

Polar bear

Suggested Readings

18. Use the Fitch algorithm to find the minimum number of
character changes necessary to explain the distribution of
the character states indicated on the tree below.

A | [ | A o |

19. Indicate how six independent contrasts can be obtained
from the tree below.

A B C D E F G
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sentation of the method of independent contrasts.

Holmes, S. 2003. Bootstrapping phylogenetic trees: Theory
and methods. Sratistical Science 18: 241-255. A review of
the uses of bootstrap resampling in reconstructing phylo-
genetic trees.

MacFadden, B. J. 2005. Fossil horses—evidence for evolu-
tion. Science 307: 1728-1730. An overview of how evo-
lutionary biologists have reconstructed the evolutionary
history of horses.
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Transmission Genetics and the
Sources of Genetic Variation

6.1 Mendel's Laws
6.2 Transmission Genetics
6.3 Variation and Mutation

6.4 Mutation Rates and Fitness
Consequences

< A collection of strikingly patterned eggs
from the Common Murre (Uria aalge). Their
unusual shape causes them to roll in tight
circles and may help prevent eggs from
falling off the bare rock ledges where they
are laid.

bout 12,000 years ago, people began selectively
planting certain varieties of seeds to improve their crops. Those involved
in these early attempts at artificial selection must have possessed a basic
understanding that traits present in the parental stock of one generation
somehow affected the traits in offspring generations. Millennia later, the
Greek philosopher and physician Hippocrates suggested that offspring
contained the blended “seeds” from their two parents, and that these seeds
made the offspring what they were. Over the subsequent centuries after
Hippocrates, theories of heredity took some interesting twists and turns,
including a hypothesis that all individuals contain within them “preformed”
tiny versions of all the individuals that will ever come from their lineage.
But until the turn of the twentieth century, most scholars envisioned
heredity as operating by some form of blending inheritance.

At almost the same time that Charles Darwin published his book Oz #he
Origin of Species in Great Britain, Gregor Mendel, an Augustinian monk and
amateur plant breeder in the Austro-Hungarian Empire, was examining tens
of thousands of pea plants that he had bred. In doing so, Mendel was quietly

187



188

Chapter 6 Transmission Genetics and the Sources of Genetic Variation

undertaking some of the most important studies ever performed in biology (Henig
2001). Mendel was the only child of peasant farmers, and at age 21 he entered the
St. Thomas Augustinian monastery. After a short stint with pastoral duties, he
became a student at the University of Vienna, where he studied mathematics and
biology, hoping to teach these subjects as part of his duties as a monk. It was at the
University of Vienna that Mendel became practiced in scientific research.

In his now famous experiments of the 1850s and 1860s, Mendel bred pea
plants and examined the way that traits were passed down across generations. His
discoveries set the foundation for the field of genetics, as we will see in Section 6.1.

In this chapter, we will review what DNA is and how it directs the synthesis
of proteins. We will also include an overview of transmission genetics—the
mechanisms by which genes are passed from parents to offspring—and a discussion
of genetic variation and mutation. In the course of this brief review, we will address
the following questions:

= How does an understanding of DNA, amino acids, and proteins help us
understand the evolution of life?

m What is transmission genetics, and how does our understanding of this
topic affect the way that we study the process of evolution?

= How does mutation generate genetic variation, and how do mutations
affect the evolutionary process?

When discussing these topics, our goal is not simply to provide a refresher on
basic genetics, but rather to emphasize how knowledge of fundamental genetic
mechanisms is critical for a comprehensive understanding of evolution. This chapter
also sets the stage for the next four chapters, which focus on population genetics.

6.1 Mendel’'s Laws

We begin by briefly summarizing Mendel’s famous experiments on pea plants.
Mendel examined seven different characters of pea plants, including flower color;
specifically, he looked at whether the flowers were purple or white. He began 2
years of breeding experiments to determine if his pea plants always bred “true,”
that is, always produced a specific type of offspring: purple-flowered offspring
when a purple-flowered parent was self-fertilized, and white-flowered offspring
when a white-flowered parent was self-fertilized. By using pea varieties that bred
true, Mendel ensured that his plants were what today we would call homozygotes;
that is, each plant contained alleles (gene variants) for only one trait for any given
character, in this case, a specific flower color.

Mendel’s protocol was simple but powerful. In the parental generation, he
crossed a true-breeding parent plant homozygous for purple flowers with a true-
breeding parent plant homozygous for white flowers. All of the offspring from
these matings—known as the F; generation (the first generation of offspring)—
produced purple flowers. Mendel then self-fertilized the F; plants to produce an
F, generation (the second generation of offspring). The F, generation exhibited
a distinctive ratio of flower colors: three-quarters had purple flowers, while one-
quarter had white flowers (Figure 6.1).



Mendel was able to derive a number of
important conclusions about the genetics of
diploid organisms—organisms with two copies

6.1 Mendel's Laws

1. Begin with purple-
flowered and white-
flowered plants

of each chromosome—from these experiments.
These conclusions have come to be known as
Mendel’s laws.

Parental generation

The Law of Segregation

From his experiments, Mendel could infer the
genetic contributions of both parents to their

2. Self-fertilize for
several generations
to ensure that each
breeds true

offspring. He deduced that even though all
F, plants produced purple flowers, they must
have received and retained genetic information
from both parents; otherwise, he would not have

3. Cross purple-
flowered plants with
white-flowered plants

seen white flowers return in the F, generation.
Mendel’s results demonstrated that each parent
plant had two copies of what we now call genes,
and that the two gene copies separate with equal
probability into the gametes (sex cells) of the pea

4. Result: All F, plants
have purple flowers

plants. Much work has confirmed this finding, .
and we now speak of Mendel’s first law, or the law
of segregation, which states that each individual

has two gene copies at each locus (the physical F, generation

5. Allow F, plants
to self-fertilize

location of gene copies on the chromosome) and
that these gene copies segregate during gamete
production, so that only one gene copy goes into
each gamete.

Moreover, Mendel concluded that because all
F, plants were purple-flowered but contained a
copy of genetic information from both parents, purple color in flowers was dominant
to white color; that is, purple flower color appeared when both gene copies coded for
purple flowers or when one coded for purple and the other for white flowers. White
flower color was recessive; that is, it appeared only when both gene copies coded for
white flowers. Hence, each gene copy retained its particulate individuality, whether
or not it was expressed in the external appearance of the flowers.

The Law of Independent Assortment

Mendel also conducted breeding experiments in which he tracked other characters,
such as seed shape (whether seeds were round or wrinkled). From these studies, he
discovered what has since become known as Mendel’s second law, or the law of
independent assortment. This law states that which allele is passed down to the
next generation at one locus (for example, the locus associated with seed shape) is
independent of which allele is passed down to the next generation at another locus
(for example, the locus associated with flower color). Today, we know that this
holds true only for genes on different chromosomes, known as unlinked loci, and not
for genes close together on the same chromosome, known as /inked loci.

6. Result: 3/4 of the F,
generation have purple
flowers,1/4 have white
flowers

FIGURE 6.1 Mendel’s experi-
ments. Mendel’s experiments on
the genetics of flower color and
other traits in peas helped reveal the
laws of genetic inheritance. Mendel
found that when he crossed true-
breeding purple-flowered plants
with true-breeding white-flowered
plants in the parental generation,
all of the F; offspring had purple
flowers. But if he allowed the F;
offspring to self-fertilize to produce
an F, generation, approximately 3/4
of the F, plants had purple flowers,
while approximately 1/4 had white
flowers.
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To illustrate the distinction between linked and unlinked loci, let’s consider two
cases, both of which involve seed shape (round or wrinkled) and flower color (purple
or white) in pea plants. In both cases, we assume that natural selection favors
purple flowers over white flowers. For case 1, suppose that the loci for seed shape
and flower color are unlinked. In this case, selection can operate independently
on each character. Purple flowers should increase in frequency regardless of which
seed shape is favored by natural selection. For case 2, instead suppose that the loci
for seed shape and flower color are linked. Changes in the frequency of the alleles
at one locus will then affect the frequency of the alleles at the other locus. Now, to
determine if purple flowers will increase in frequency, we need to know whether
purple color is more often associated with round or wrinkled seeds, and which seed
shape is favored by selection. This is not always a straightforward problem, as we
will discuss when we explore the population genetics of linked and unlinked loci
in Chapter 9. For now, our point is that whether the loci are linked or unlinked has
important implications for predicting how natural selection will operate.

KEYCONCEPT QUESTION

6.1 Why is it fortunate that Mendel picked characters in the pea plant that were, for the
most part, unlinked? Why would it have been much more difficult for Mendel to come
up with his law of independent assortment if he had chosen some linked characters?

As we learned in Chapter 2, Mendel’s work remained unnoticed until about
1900. And even when his results were rediscovered, there was an intense debate
about what Mendel’s findings meant for our understanding of evolution by natural
selection. But today we recognize that Mendel’s results provide us with a basic
understanding of one of the three prerequisites for a trait to evolve by natural
selection; namely, that the trait must be passed down across generations. Mendel’s
work also provided empirical evidence disproving once and for all the early idea
that traits from the two parents were permanently blended in the offspring. Rather,
he clearly demonstrated that genes are particulate; that is, they are passed down
across generations as separable entities and they can persist across generations even
when they are not visibly expressed in the phenotype.

Blending versus Particulate Inheritance

The demonstration that biological heredity was fundamentally particulate resolved
one of the major challenges to Darwin’s theory. As we noted in Chapter 2, one
substantial problem for Darwin was to explain how sufficient variation could be
maintained in populations to allow natural selection to continue to operate. Not
only does natural selection itself reduce variation by favoring some forms over
others, but according to Darwin’s view of heredity, the very mechanism of genetic
transmission would also reduce variation.

Darwin, like most of his contemporaries, envisioned heredity as a blending
process in which the characteristics of the parents were averaged in some way
to determine the characteristics of each offspring. It is true that mechanisms of
blending inheritance would result in the sort of resemblance between parent and
offspring that is needed for heredity, and thus for evolution. The problem is that
blending of this sort also eliminates variation (Figure 6.2).



A Blending inheritance B Particulate inheritance

Mendel’s theory of inheritance suggested that the hereditary determinants of
phenotype were particulate. While the phenotypic effects of the particles carrying
heritable information may blend, the particles themselves remain distinct, and
they can be separated again in future reproductive events. Instead of thinking
about the hereditary determinants blending irreversibly like colored dyes, a better
metaphor is colored filters, which blend in appearance but are readily separated
into new future combinations (Figure 6.3).

The theory of particulate inheritance thus resolved a major concern with
Darwin’s theory, which was first raised in 1867 by the engineer Fleeming
Jenkin (Morris 1994). Jenkin’s objection was this: Given the supposed blending
nature of inheritance, how can new mutations ever have significant effects on
the characteristics of a population? Under theories of blending inheritance, a
favorable new mutation in a large population would, over the course of many
generations, be swamped as it blended with the more prevalent character. As a
result, natural selection could never take a new allele to fixation, because the new
allele would blend away before selection could increase its frequency enough to
make a lasting difference. With Mendelian inheritance, this problem disappears.
A new mutation retains its particulate nature and is not blended into obscurity. As
we saw in Figure 6.1, phenotypic variation can be masked in one generation and
yet reappear in the next. Then, if the mutation has positive effects on fitness, its
frequency can increase via natural selection.

6.1 Mendel's Laws

FIGURE 6.2 Blending
inheritance versus particulate
inheritance. Darwin, like most of
his contemporaries, viewed hered-
ity as a blending process. In this
view, offspring tend to resemble
their parents—and where parents
differ in phenotype, offspring
exhibit an intermediate value.
Under this blending model, the
process of inheritance irreversibly
reduces variation in the population.
(A) Under blending inheritance,
the offspring of a red-flowered and
a white-flowered parent would be
pink; the offspring of these pink-
flowered individuals would also be
pink. (B) Under particulate inheri-
tance, the offspring of red-flowered
(RR) and white-flowered (rr) parents
might also be pink (Rr). But these
pink offspring, when crossed, could
re-create the red and white pheno-
types among their offspring.
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A Blending

We—

=

B Particulate

0

FIGURE 6.3 A color-mixing
metaphor for blending and
particulate inheritance. Mendel
showed that inheritance was par-
ticulate. The hereditary particles
responsible for inherited physical
characteristics behaved not like (A)
colored dyes, but rather like (B)
colored filters for a camera lens. Just
as blue and yellow dyes can come
together to make green, so can blue
and yellow filters be combined to
make a green one. But unlike col-
ored dyes, filters are not irretrievably
blended when they are combined.
They can be separated again with
ease, so that the variation in filter
colors is not lost.

6.2 Transmission Genetics

For most of the past 4 billion vyears,
deoxyribonucleic acid—DNA—has been the
chemical underpinning of life on Earth. At a
very basic level, it is changes in DNA sequences
and DNA expression that underlie the process
of biological evolution by driving changes in
i i i phenotype and causing differences in fitness.
We primarily will be considering DNA as it
relates to transmission genetics in this chapter.
But, for now, keep in mind two things that we
have already seen numerous times in this book.
First, a small change to DNA that is passed
down across generations can have a large effect
on fitness. We saw this in Chapter 3 in our
example of dark and light coat coloration in
oldfield mice. The avian influenza virus offers

another good example: A change to just one
component of a single protein in the HSN1
virus makes this virus much more dangerous
to mammalian hosts (Li et al. 2009). Second, as

we saw in Chapters 4 and 5, changes in DNA
sequences across populations and species are used by evolutionary biologists to
reconstruct phylogenetic relationships.

DNA and Chromosomes

DNA is a polymer; that is, it is a macromolecule composed of repeating units
linked together in a chain. The building blocks of this macromolecule are four
nucleotides. Each nucleotide is composed of a pentose (a five-carbon sugar) known
as deoxyribose, a phosphate group (a phosphorus atom and four oxygen atoms),
and a nitrogenous base. The four nitrogenous bases are adenine (A), guanine (G),
cytosine (C), and thymine (T). Adenine and guanine are purines: nitrogenous
bases that contain a six-sided ring and a five-sided ring. Cytosine and thymine
are pyrimidines: nitrogenous bases that consist of only a six-sided ring. It is a
triumph of modern biology that we are capable of describing the stuff of life in
such succinct terms. There remains much more to learn about DNA, but we have
a basic understanding of the biochemical basis of the genetic material underlying
the phenotypes on which natural selection acts.

DNA is a double-stranded molecule: Two strands of connected nucleotides are
wound around one another, held in place with hydrogen bonds. Chemically, each
strand has what is called a 5" (five prime) end with a terminal phosphate group,
and a 3’ (three prime) end with a terminal hydroxyl group. The two strands
are oriented in opposite directions with respect to each other in what is called
an antiparallel fashion. The nitrogenous bases A, T, C, and G are positioned on
the interior part of each strand. The two strands of DNA are complementary in
sequence: Adenine on one strand always pairs with thymine on the other strand,
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and cytosine on one strand always pairs with guanine on the other strand y 3

(Figure 6.4) .
Within cells, DNA is arranged into tightly coiled structures known as /f

/ \
chromosomes. Most prokaryotes have a single circular chromosome; most g
eukaryotes have multiple linear chromosomes. Haploid organisms have a /?\

single copy of each chromosome. Diploid organisms have two copies of each 4
chromosome; humans, for example, have 23 pairs of chromosomes. Eukaryotic \

cells contain a nucleus and organelles, which are smaller units within the cell. O '
Bound by a phospholipid membrane, organelles perform specific functions, O N e o
such as generating energy for the cell. Some organelles, including <\ 7
mitochondria and chloroplasts, have their own haploid genomes, which O == S
are typically made up of a single chromosome with a circular structure.

‘ > S, '

From DNA to Proteins

For natural selection to operate, the genetic information encoded
in DNA must produce an effect on an organism’s phenotype—its
observable physical, developmental, and behavioral characteristics.
This is a complicated process, and we are still uncovering many
of the finer details. The basic process of going from DNA to the
phenotype is as follows: The double strands of DNA are “unzipped”
when the hydrogen bonds that keep the strands wound around
one another are broken. When the sections of DNA are unwound,
portions are copied into RNA by the process of transcription.
Transcription occurs when a complementary and antiparallel
strand of RNA is synthesized from a strand of DNA (Figure 6.5).
RNA is a nucleotide polymer similar to DNA, but it is single-
stranded, and it uses a nucleotide called uracil (U) in the place
of thymine. To determine which portions of the DNA are to be

transcribed and when, an enzyme called RNA polymerase binds (® Phosphate group
to a promoter—a short DNA sequence before the transcribed Bases
part of the gene—and this serves as a signal to begin transcription. G— Pyrimidine

. ine or thymi
Once RNA polymerase is bound to the promoter, the enzyme (eytosine or thymine)

unwinds the double helix, separating the two strands of DNA. <:Q E;jr‘;r;?ne or guanine)
One of the separated DNA strands—called the template strand—
is then used to synthesize a complementary RINA strand, with DNA nucleotides  FIGURE 6.4 The chemical struc-
binding to RNA nucleotides (T in DNA binds with A in RNA, G in DNA binds  ture of DNA. DNA is a double-
with C in RNA, C in DNA binds with G in RNA, and A in DNA binds with  stranded molecule held in place
U in RNA). The nucleotides compose a sequence of bases that encodes genetic with hydrogen bonds, denoted here

. . . . ) by red dotted lines. The two strands
information. Changes to this nucleotide sequence may have effects on the synthesis e wound together so that they are

of proteins, which ultimately may affect the organism’s phenotype. We discuss this  oriented in opposite directions. The

in more depth in a moment. nitrogenous bases (A, T, C, and G)
are positioned on the interior part

The RNA that is synthesized during transcription has numerous functions. . o
of each strand. This figure is increas-

Some types of transcribed RNA act directly without being translated into ingly magnified as you move down-
proteins. These include rzbosomal RNA (rRNA), which is a key component of  ward. Adapted from Slonczewski
the ribosomes that guide the process of protein production, making the covalent  and Foster (2011).

bonds that link amino acids together to form proteins; transfer RNA (tRNA),

which is used to transport amino acids to ribosomes and to recognize and associate
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FIGURE 6.5 The process

of transcription. When RNA
polymerase binds to a promoter,
double-stranded DNA is unwound,
allowing the polymerase to

access that segment of DNA and
to synthesize a complementary
RNA molecule. The polymerase
shown here is moving to the right.
Adapted from Pierce (2010).

FIGURE 6.6 The process of
translation. During the process of
translation, the ribosome moves in
the 3’ direction along an mRNA
strand. Successive tRINA molecules,
matching successive codons on the
mRNA strand, dock with the ribo-
some. The amino acids carried by
these tRNA molecules link together
to form a growing amino acid chain,
which will subsequently fold into
an active protein. Adapted from
National Human Genome Research
Institute.

3. The nontemplate strand
is not usually transcribed

Nontemplate

RNA polymerase DNA

1. RNA synthesis is complementary
and antiparallel to the template strand

Template strand

2. New nucleotides are added to the 3'-OH
group of the growing RNA, so transcription
proceeds in a 5* —> 3’ direction

genetic information with the appropriate amino acids; and microRNA, short RNA
molecules that play a number of roles in gene regulation (that is, when genes are
“switched” on or off).

But perhaps the most important role of RN A is as the template in the translation
process, where a nucleotide sequence of messenger RNA (mRNA) specifies the
sequence in which amino acids are linked together to form proteins (Figure 6.6).
There are 20 different amino acids specified by nucleotide triplets in mRNA;
these three-base sequences are called codons. Collectively, this specification
is known as the genetic code (Figure 6.7). The process of translation begins
when a ribosome attaches to the mRNA strand and, moving in the 3’ direction,
reaches a start codon (AUG, which codes for the amino acid methionine). At this
point, the ribosome facilitates the pairing of an appropriate tRNA molecule with
each successive codon. The amino acids associated with each codon are linked

i o8 B Spids D Amino acid
5’ M Peptide bond tRNA
2 ey
§ Translation 7\/
§ ue Anticodon
’% QQQQ“O 4 Codon
]
2 S 3
& Ay
Q mRNA
<
KT Ul[CI|G]]
— @g@

Ribosome
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in a growing chain by an enzyme known as peptidyl

transferase. When the ribosome reaches a stop codon
(UAA, UAG, or UGA), it dissociates from the
mRNA. The amino acid chain is released and
folds into an active protein, possibly with
some additional changes known as post-
translational modification.

As illustrated in Figure 6.7, most
amino acids can be encoded by more than
one nucleotide triplet; for this reason, we
say that the genetic code is redundant,
or degenerate. Given the redundancy of
coding for amino acids, many nucleotide

changes at the third position of a codon do

not change the amino acid that is specified il Adenine

by the codon. U Uracil
Proteins are the essential building blocks B Guanine

of life and serve many different functions within

cells. Some proteins act as enzymes that initiate and € Oytosine

regulate chemical reactions, while other proteins serve

as chemical signals that are used in communication within and FIGURE 6.7 The genetic

between cells. Some proteins bind to DNA and help to regulate when and how code. The genetic code specifies
the relation between codon triplets

DNA is expressed; others serve structural functions, forming the cytoskeleton or 4\ 0o & Lol they
elements of the extracellular matrix. Still other proteins transport materials within code. To read this figure, begin at
and between cells. All of these processes are critical for virtually every stage of  the inside of the circle and move
development for most life-forms. Producing the wrong protein may affect when  out reading off three nucleotides
. . . followed by the amino acid or
a signal occurs for DNA to be expressed or turned off or it may affect the kind of stop codon that they specify. For
structure that is made, and hence have significant effects on fitness. example, CCU specifies the amino
While there are many definitions of a gene, most reflect the notion that a gene  acid proline, whereas UAG specifies
is a sequence of DNA that specifies a functional product. This product is most & stop codon.
often a protein, but it can also be rtRNA or tRNA. In eukaryotes, protein-coding
genes are typically composed of exons (stretches of DNA that code for protein
products) interspersed with introns (stretches of DNA that do not normally encode
proteins) (Figure 6.8). After transcription of a primary RNA strand, the introns
are spliced—that is, they are cut out, typically by an RN A—protein complex called
the spliceosome—and the remaining exons are linked together. The product of
this splicing is an mRNA strand, which is then translated into a chain of amino
acids. A single gene can be and often will be spliced in different ways: Many
human genes encode multiple different proteins that are produced by this process
of alternative splicing.

Alleles and Genotypes

As noted earlier in the chapter, different variants of the same gene are known as
alleles, and the physical location of a gene on a chromosome is known as a locus.
The combination of alleles that an individual has at a given locus is known as
its genotype at that locus (sometimes the term genotype may instead refer to the
combination of alleles that an individual has at @// loci).
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FIGURE 6.8 The processes of
transcription, RNA splicing, and
translation in eukaryotes. A gene
is first transcribed in its entirety,
including both the coding exons and
the noncoding introns. The introns
are subsequently excised during
RNA splicing, and the remaining
exons are linked together to form a
mature mRNA. This mRNA is in
turn translated to produce a protein.

FIGURE 6.9 Dominance rela-
tionships. (A) If the R allele is
dominant and the r allele is reces-
sive, then the RR homozygote and
the Rr heterozygote reveal the same
phenotype. (B) If the R and r alleles
exhibit incomplete dominance, then
the R heterozygote manifests a phe-
notype that is intermediate between
that of the RR homozygote and the
7+ homozygote.
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In diploid species, individuals with two copies of the same allele at a locus
are called homozygotes (for that locus), and those with two different alleles at a
locus are referred to as heterozygotes. If an allele generates the same phenotype
when present in a heterozygote as it does when present in homozygous form,
we say it is dominant (as in the dominant alleles for purple flowers in Mendel’s
peas). If an allele does not generate its corresponding phenotype unless it is
homozygous, we say that allele is recessive (as in the recessive alleles for white
flowers in Mendel’s peas). If two alleles generate a heterozygote phenotype that
is intermediate between the homozygotes for each allele, the alleles are said to
exhibit incomplete dominance (Figure 6.9).

KEYCONCEPT QUESTION

6.2 In the case of incomplete dominance, the heterozygote phenotype is
intermediate between the homozygote phenotypes. How is this different from the
idea of blending inheritance?

At the turn of the twentieth century, British geneticist Reginald Punnett
(1875-1967) devised the Punnett square, an elegant but simple diagram that
can be used to predict the results of genetic crosses between two individuals
(Figure 6.10). Along the top row and down the left column, a Punnett square
shows the alleles that are present in the gametes produced by each parent. In the
main part of the Punnett square, each possible offspring genotype is represented.

A B
RR Rr rr RR

R is dominant ris recessive R and r exhibit incomplete dominance



Regulatory Elements

Stretches of DNA called regulatory elements influence the rate at which RNA
molecules are transcribed from DNA, thereby affecting levels of gene expression and,
ultimately, the organism's phenotype. For example, regulatory elements affect the
color of the body and wings of fruit flies, and these color patterns are critical in the
context of the evolution of morphology and sexual behavior. This process is known as
transcriptional regulation. Regulatory elements that increase the rate of transcription
are called enbancers, and those that decrease the rate of transcription are known as silencers.

When regulatory elements affect genes at nearby sites on the same chromosome,
they are called cis regulatory elements. By contrast, trans regulatory elements
modify the expression or activity of genes on a different chromosome. Trans
regulatory elements often do so by encoding soluble proteins that can act at remote
locations on DNA.

Epigenetic Inheritance

One of the most important developments in the study of genetics over the past
several decades is the growing appreciation of heritable mechanisms that alter gene
expression without changes in DNA sequence. These are collectively known as
mechanisms of epigenetic inheritance. Epigenetic mechanisms may be heritable
across mitosis from one cell generation to the next or even across meiosis from one
organismal generation to the next.

Gene expression in eukaryotes is strongly influenced by the local structure
of the chromosome. The chromosome is not made up of free DNA but rather is
structured as chromatin: DNA wound around proteins called histones. Where
the chromatin is condensed—packed tightly—a gene’s promoter is inaccessible
to RNA polymerase, and thus the gene is unexpressed. Where the chromatin is
decondensed, RNA polymerase can bind to the promoter, and the gene can be
transcribed (Figure 6.11).

Condensed chromatin

Inaccessible DNA

Histone octamer
10 nm

DNA

/ H1 histone

Accessible DNA

I
Decondensed chromatin
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FIGURE 6.10 A Punnett

square. When Mendel examined
the genetics for the height of his pea
plants, he found that the allele for
tall plants (T) was dominant and the
allele for short plants (#) was reces-
sive. A Punnett square allows us to
predict the proportion of tall and
short plants, given a set of parental
genotypes. Here, we cross a hetero-
zygous tall individual with a reces-
sive homozygous short individual.
To predict genotype proportion in
their offspring, the law of segrega-
tion allows us simply to fill in the
four boxes with the corresponding
alleles expected in possible gametes
of the parents. Our prediction in
this example isa 1:1 ratio of short
to tall plants. Adapted from Pierce
(2010).

FIGURE 6.11 Chromatin
structure influences gene
expression. RNA polymerase
cannot readily access promoters in
the condensed chromatin. Therefore,
the chromatin must be decondensed
before DNA in a given region can
be expressed.
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Histones
Transcription

Chromosome

FIGURE 6.12 Mechanisms of DNA methylation. Gene
expression is influenced by heritable secondary modifica-
tions to the DNA and associated proteins. These include
methylation of C-G dinucleotide pairs, modifications to
the histones including the additions of acyl groups (Ac)
and methyl groups (Me), and the presence of noncoding
RNAs. Adapted from Jones et al. (2008).

Many epigenetic mechanisms involve secondary modifications
to the DNA molecule or to the histones that affect chromatin
structure (Figure 6.12). One of the most important of these is
DNA methylation, the addition of a methyl group to a C—-G base
pair in DNA. Methylation affects the ability of transcription
factors to bind to DNA, and methylated regions interact with
proteins that determine chromatin structure. Highly methylated
regions tend to be inaccessible to RNA polymerase and thus are
unexpressed. Another form of epigenetic modification involves
changes to the histones themselves; for example, when histones
are modified by adding an acyl group, the chromatin in that
region is often decondensed.

Epigenetic changes play important roles in organismal
development. One role involves cell differentiation: The DNA
in all the cells of a complex multicellular organism's body
is the same, but its cell types differ because of differences
in gene expression. Many of these differences are driven by
epigenetic differences—methylation patterns and histone
modifications—inherited across cell generations in the
developing organism. Epigenetic mechanisms also play a role
in X chromosome inactivation: In XX mammalian females, one of
the X chromosomes is inactivated by methylating the histone
proteins. This ensures that genes on the X chromosome are
expressed at the same rate in females with two X chromosomes
as they are in males with one X chromosome. Like the
epigenetic markers involved in cell type differentiation, X
chromosome inactivation is heritable along cell lines. Daughter
cells inactivate the same X chromosome that was inactivated
in the parent cell. In addition, epigenetic mechanisms play a
role in genomic imprinting, which we will discuss in detail
in Chapter 17: In mammals, some genes are differentially
methylated according to whether they are inherited from
the mother or from the father. In this way, one parental copy
may be highly expressed while the other is mostly or entirely
suppressed.

Epigenetic modifications during prenatal development or
early in life are responsible for aspects of developmental plasticity—
adjustment of the phenotype to suit the environment. In humans
for example, a mother’s diet during gestation influences her
offspring’s risk of metabolic diseases, such as type 2 diabetes,
later in life. Growing evidence links this pattern to early-life
epigenetic changes that affect gene expression at loci associated
with these diseases (Kuzawa et al. 2008; Gluckman et al.
2009). Most epigenetic changes to the genome are reset each
generation, but some epigenetic information can be passed
across generations. The mechanisms are not well understood,
but they probably involve transmission of small RNA molecules
rather than DNA methylation and chromosome modification
(Daxinger and Whitelaw 2012).
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As we discussed in Chapter 3, natural selection requires genetic variation to operate.
New genetic variation—in the form of new alleles or new allelic combinations—
enters a population from one of four sources: mutation, recombination, migration,
or lateral gene transfer (we discuss how sexual reproduction creates new genetic
variation at the level of the genotype in Chapter 16). In the cases of mutation
and recombination, which we will discuss here, new variation arises within a
population. In the cases of migration and lateral gene transfer, new variation enters
the population from outside. In Chapter 7, we will discuss migration. In Chapters
10 and 11, we will explore the process and evolutionary importance of lateral gene
transfer, in which new gene clusters are transferred among members of the same
species or even across species boundaries.

Genetic Variability and Mutation

Mutation, defined as a change to the DNA sequence of the organism, is the
primary source of all genetic variation. In species such as humans that have a
well-defined separation between germ-line cells (sex cells) and somatic cells (body
cells), it matters a great deal where mutations occur. When a mutation occurs in
a somatic cell, it can have fitness consequences for the individual—for example,
most cancers result from somatic mutations—but the mutation itself will not be
transmitted to the next generation. Thus, somatic mutations do not generate the
type of heritable variation required for evolution by natural selection at the level
of the organism. When a mutation occurs in the germ line, however, it can be
transmitted to the next generation: It is these germ-line mutations that provide
the underlying variation on which natural selection operates.
Mutations include many different kinds of changes to DNA.
The most basic form of mutation is a single base change, in which C@

one base is altered; for example, from a cytosine to a thymine Adenine
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Purines C@

Transitions Guanine

or from a guanine to an adenine. When a purine (adenine or /}\ <
guanine) is replaced by a purine or when a pyrimidine (cytosine
or thymine) is replaced by a pyrimidine, we call it a transition.
When a purine replaces a pyrimidine or vice versa, we call it a
transversion (Figure 6.13).

Figure 6.13 shows that there are twice as many ways to change

Transversions

a base by a transversion as by a transition. Thus, if all mutations

were equally likely, we would see twice as many transversions as

» G
A

Transversions

\

transitions. However, changes from one base pair to another do @ ‘<
not all occur at the same rate; in fact, transitions generally occur

more frequently than transversions. Most species, including Cytosine
humans, exhibit roughly twice as many transitions as transversions (Gojobori et al.
1982; Zhang and Gerstein 2003).

We can also categorize base changes by their effects on the resulting amino acid
sequence. If a base change does not alter the amino acid that a codon specifies, it is
known as a synonymous mutation, also called a silent mutation. (We will discuss
synonymous mutations in much more detail in Chapter 8.)

If the base change specifies the production of a different amino acid, it is known
as a nonsynonymous mutation. For example, a nonsynonymous mutation in

> T
Transitions @

Pyrimidines Thymine

FIGURE 6.13 Transitions and
transversions. A transition occurs
when a purine is replaced by another
purine or a pyrimidine is replaced
by another pyrimidine. A transver-
sion occurs when a purine replaces

a pyrimidine or vice versa. In most
organisms, transitions occur at
about twice the rate of transversions.
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FIGURE 6.14 Convergent evolution in high-flying geese.

Nonsynonymous substitutions in two different species of goose improve oxygen binding and thus
allow better physiological performance at high altitude. (A) The bar-headed goose (Anser indicus)
migrates across the Himalayas. (B) The Andean goose (Chloephaga melanoptera) inhabits the Andes.

mice has been shown to lead to a degeneration of the neural pathways associated
with locomotion (Martin et al. 2002). Sometimes, by chance, a nonsynonymous
mutation can prove beneficial. For example, twice a year the bar-headed goose
(Anser indicus) migrates across the Himalayas, flying at altitudes where the oxygen
pressure is very low. In these geese, a nonsynonymous mutation leading to the
substitution of the amino acid proline by the amino acid leucine allows these
birds to better bind oxygen during their migrations, and so this mutation has
been favored over evolutionary time by natural selection. A similar scenario has
been documented in the Andean goose (Chloephaga melanoptera), which spends
long periods of time in the low-oxygen environment of the Andes (Figure 6.14).
In the case of the Andean goose, the mutation allowing the birds to bind oxygen
better involved a change from the amino acid leucine to serine, a change that was
subsequently favored by natural selection (Jessen et al. 1991; Weber et al. 1993;
McCracken et al. 2010).

KEYCONCEPT QUESTION

6.3 Even though bar-headed geese and Andean geese are both species of goose,
why should we nevertheless view their increased ability to bind oxygen as a case of
convergent evolution?

If a base substitution creates a stop codon where there was not one previously, it
is known as a nonsense mutation. For example, a nonsense mutation in a protein
kinase involved in signal transduction interferes with growth and development of a
number of mammalian species including cattle, leading to dwarfism (Koltes et al.
2009). Synonymous, nonsynonymous, and nonsense mutations are summarized

in Figure 6.15.
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Not all mutations involve the substitution of one nucleotide for another. An
insertion mutation involves the addition of one or more nucleotides to a sequence,
while a deletion mutation occurs when one or more nucleotides are deleted from a
sequence. Because codons are made up of three nucleotides, when an insertion or
deletion mutation involves a multiple of three nucleotides, it does not disrupt
the reading frame—the way in which adjacent base pairs are grouped into triplets
and translated into amino acids. On either side of the mutation, the base pair
triplets remain grouped as before. Such insertions and deletions are known as
in-frame mutations. If an insertion or deletion does not occur in a multiple of
three nucleotides, however, it produces a frameshift mutation, which affects
the translation of other codons and, therefore, the production of amino acids
and proteins (Figure 6.16). For example, at least eight frameshift mutations are
associated with Tay—Sachs disease in descendants of European Jewish populations
(Myerowitz 1997).

Mutations can also occur at the whole-gene or chromosome level. Gene
duplications involve the duplication of regions of DNA that contain entire genes.
For example, a gene duplication event has been linked to the ability to digest new
food types in a primate species called the douc langur (Zhang et al. 2002). We will
discuss the evolutionary implications of gene duplication in Chapters 10 and 13.

A In-frame B Frameshift
LTCAJCTG[AAGICTA[ATAJGGC |[TCAJCTG[AAG[CTAJATA[GGC]

Deletion Deletion

[TCAJCTGJCTAJATAJGGC] [TCATCTIC TAA TAG GC|
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FIGURE 6.15 Synonymous,
nonsynonymous, and nonsense
mutations. The original DNA
sequence is TCA, coding for the
amino acid serine. If the A is con-
verted to a G, we have a synony-
mous mutation: The new sequence
TCG still codes for serine. If the C
is converted to a T, this generates a
nonsynonymous mutation: The new
sequence TTA produces the codon
UUA in mRNA, which codes for
the amino acid leucine. If the C is
converted to an A, we have a non-
sense mutation: A stop codon UAA
is created, terminating the protein.
Adapted from Pierce (2010).

FIGURE 6.16 In-frame

and frameshift mutations.

(A) Insertions or deletions of three
nucleotides, or multiples of three
nucleotides, do not shift the reading
frame. (B) An insertion or deletion
of any other length generates a
frameshift mutation.
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Chromosomal rearrangements are large-scale mutations at the level of the

chromosome. A chromosomal duplication occurs when a section of a chromosome
is duplicated. A chromosomal deletion entails the loss of a large section of a
chromosome. Another form of chromosomal rearrangement is an inversion, which

involves a 180° flip in a section of a chromosome. A translocation is a mutation in

which a section of one chromosome moves to another chromosome. Chromosomes
can also break apart into stable new configurations (chromosomal fission) or
fuse together to create new chromosomes (chromosomal fusion). Chromosomal

duplications, deletions, inversions, and translocations are depicted in Figure 6.17.

On a still larger scale, errors in the process of meiosis can result in a change in
ploidy—the addition or loss of an entire ser of chromosomes. Changes in ploidy
in animals are typically fatal, in that they disrupt the normal developmental

process. But this is not always the case. For example, related species of some frogs
differ primarily in the fact that some species are diploid, with two copies of each
chromosome, while others are tetraploid, with four copies of each chromosome
(Holloway et al. 2006). And for reasons that we do not completely understand,
changes in ploidy are offen maintained in plant populations. For instance, many
crops that humans rely on as food sources are species that have changed ploidy in

the past (Figure 6.18).
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FIGURE 6.17 Chromosomal duplications, deletions, inversions, and translocations. In a duplication
(A), a second copy of a gene region, here the E and F loci, is inserted into the chromosome. In a deletion
(B), a region is excised from the chromosome. In an inversion (C), the direction of a chromosomal region is
inverted. In a translocation (D), a section of one chromosome is moved to a different chromosome. Adapted

from Pierce (2010).
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In sexually reproducing organisms, another source of genetic
variation is available. Recombination remixes existing variation, .
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present in parents, into new genetic combinations that appear in
their offspring.

In most diploid eukaryotic organisms, each cell has a fixed
number of chromosomes. With the exception of sex chromosomes,
these chromosomes typically come in homologous pairs, so called
because two homologous chromosomes each consist of the same loci (although they
often carry different alleles at some of those loci). One copy of a homologous pair
of chromosomes in an individual comes from each parent via the gametes, haploid
sex cells that have one set of chromosomes. In animals, these gametes are the egg
from the mother and the sperm from the father.

The gametes are produced through the process of meiosis. This process begins
with asingle diploid cell. One round of DNA replication, followed by two rounds of
cell division, produces the four haploid gametes. Later, when fertilization occurs—
that is, when two individuals mate and their gametes fuse in a process called
syngamy—diploidy is restored. The offspring produced have a full complement
of pairs of homologous chromosomes, with one chromosome in each pair coming
from each parent.

Sexually reproducing organisms generate huge amounts of genetic variability
among their offspring through a type of recombination called crossing-over—the
physical exchange of segments of DNA on homologous chromosomes. Crossing-
over occurs during meiosis, after the chromosomes have duplicated, when sections
of one homologous chromosome may swap positions with corresponding sections
on the other homologous chromosome (Figure 6.19). Because of crossing-over,
the chromosomes in each gamete may differ from the chromosomes in the original

[y

Crossing-over

parental cell.

FIGURE 6.18 Polyploidy in crop
plants. For five of six plant fami-
lies with numerous domesticated
(crop) members, the incidence of
polyploidy is higher among domes-
ticated species than among non-
domesticated species. Adapted from
Hilu (1993).

FIGURE 6.19 Crossing-over

and recombination during meio-
sis. Here we have three genes (A,
B, C), each with two alleles (A, z;
B, b; C, ¢). Crossing-over occurs
between one of the red ABC chro-
matids (that is, chromosome copies)
and one of the blue #/c chromatids
at a location between the B locus
and the C locus. As a result, four
different daughter chromatids are
produced: abc, abC, ABc, and ABC.
Thus, recombination generates new
allele combinations not present on
the original chromosomes. Adapted
from MacAndrew (2003).
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6.4 Mutation Rates and Fitness Consequences

From an evolutionary perspective, perhaps the most important way to categorize
mutations is in terms of their effect on fitness. With respect to changes in relative
fitness, mutations can be beneficial, deleterious, or neutral. One common sort of
neutral mutation would be the synonymous mutation we discussed earlier in the
chapter; we will discuss neutral mutations in greater depth in Chapter 8.

Before we discuss the frequency and distribution of different types of mutations,
it is important to understand one of the most basic principles in evolutionary
genetics, which is that mutations are wndirected. In other words, mutations are
generated at random with respect to their effects on fitness. There are no known
mechanisms that preferentially generate mutations with a positive effect on fitness
or that avoid generating mutations with a negative effect on fitness. For example,
imagine a population of dark mice introduced into a beach environment, as in the
mouse example we discussed in Chapter 3. Lighter coat color would make it more
likely for a mouse to survive and reproduce in its new environment. When it comes
to mutations that affect coat color, however, there is no way for mice preferentially
to produce mutations that result in a lighter coat color or to avoid mutations that
result in a yet darker coat color. Thus, natural selection operates as a two-stage
process: the random generation of variation, followed by the differential replication
of certain variants.

The random nature of mutation was established through one of the most
elegant experiments in the history of biology. In 1943, before geneticists knew for
certain that DNA was the hereditary material, Salvador Luria and Max Delbriick
wanted to understand the nature of the mutation process (Luria and Delbriick
1943). Evolutionary biologists had proposed that mutations occurred at random,
independent of whether or not they would be favored by natural selection. But
was this really correct? Or did the conditions in the environment somehow induce
those specific mutations that would be beneficial in that particular environment?

Luria and Delbriick had good reason to wonder. They knew that when a
culture containing the bacterium Escherichia coli was exposed to a high density of
a bacteriophage—a virus that infects E. co/i—almost all of the E. co/i cells would
be infected and killed. But after some period of time, colonies of E. co/i that were
resistant to the phage would appear.

To explain this observation, Luria and Delbriick formulated two alternative
hypotheses:

L. Hypothesis 1: Random mutation. Prior to exposure to the phage, a few
resistant E. co/i cells would arise by random mutation. Once exposed to the
bacteriophage, most cells would be killed, but the resistant cells would not.
These would reproduce and form new resistant colonies.

2. Hypothesis 2: Acquired inberited rvesistance. At the time of exposure to the
phage, all E. co/i cells would be phage-sensitive; that is, all the cells would
be sensitive to the damaging effects of the phage. The process of exposure
to the phage would induce mutations responsible for phage resistance in a
small fraction of the bacterial cells. This resistance would then be heritable,
and the cells with induced resistance would go on to produce colonies of
resistant cells.
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To distinguish between these two alternatives, Luria and Delbriick devised an
ingenious experiment (Figure 6.20).

Luria and Delbriick began by inoculating multiple cultures of nutrient broth with
50-500 phage-sensitive bacterial cells each. Next, they incubated the cultures until
the bacteria reached high density—approximately 10% to 5 X 10” cells/ml. They
then took samples of each culture with its high density of bacterial cells, and they
spread those samples on agar plates that had already been covered with a high density
of phage particles. (Phage-sensitive bacteria grow readily on agar plates but will die
if phage particles are present. Phage-resistant bacteria, however, grow readily on agar
even in the presence of phage particles.) Luria and Delbriick incubated the agar plates
for 24-48 hours, at which point a number of E. co/i colonies—populated by resistant
bacteria—had appeared on each plate. Each colony was composed of the descendants
of a single resistant cell. The experimenters then counted the number of colonies
present on each plate. From this information alone, they were able to distinguish
between the two hypotheses listed above. How?

The key to understanding this experiment is to use phylogenetic reasoning. In
any single culture, the large number of cells present at the time that the bacteria are
transferred to the agar plate have arisen through a process of successive cell division and
are therefore related by a phylogenetic pattern, as illustrated in Figure 6.21. Once we
start thinking about this phylogeny, we can see that the random mutation hypothesis
and the acquired inherited resistance hypothesis make different predictions.

Under the random mutation hypothesis, resistant cells that are present after the
phage particles are added must have had their origin in mutations that occurred
earlier, during the growth of the bacterial population. If one of these mutations
happens to arise early in this growth process, it will become common in the
population, giving rise to a large cluster of colonies full of resistant individuals, as
illustrated in Figure 6.21A, top left. If, instead, the first resistant mutation arises
late in the growth process, it will generate a much smaller cluster of colonies full
of resistant individuals (Figure 6.21A, top right). As a result, some cultures will
have a large number of resistant cells, and others will have a small number. Thus,
the random mutation hypothesis predicts that the experimenters should observe a
wide variation in the number of resistant colonies on each plate.

FIGURE 6.20 Luria—Delbriick
experiment. To determine the
distribution of phage-resistant
mutants that arise from a phage-
sensitive ancestor, Luria and Del-
briick grew E. co/i bacteria to high
density before spreading them onto
an agar plate covered with phage
particles. Only the phage-resistant
E. coli strains were able to grow on
the plate, so Luria and Delbriick
could count the number of resistant
mutants by simply counting the
colonies.
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FIGURE 6.21 Random mutation A Random mutation hypothesis
or acquired inherited resistance? Without  With Without With
The random mutation hypothesis phage  phage phage  phage

and the acquired inherited resis-

tance hypothesis make different

predictions about the distribution \
of resistant mutants that will be
observed on exposure to the phage.
(A) The random mutation hypoth-
esis predicts that resistant cells arise O (@)
by random mutation even before the
phage is present. In some cultures,

a mutation may arise early (arrow), \
resulting in many resistant cells, as

shown in red in the top left panel.

In other cultures, a mutation may

occur late (arrow), resulting in

few resistant cells, as shown in the B Acquired inherited resistance hypothesis
top right panel. Thus, under the Without ~ With Without ~ With
mutation hypothesis, the number phage phage phage phage

of resistant cells fluctuates widely
from culture to culture. (B) The
acquired inherited resistance
hypothesis predicts that resistance
is only induced by the presence of
the phage. Resistance arises inde-
pendently with some probability in
each cell once the phage is present,
and its distribution clusters around
the average, as shown in the bottom
panels.

Under the acquired inherited resistance hypothesis, resistance never arises
until the phage particles are added. At that point, each cell acquires resistance, or
does not, independently from every other cell. Because there are a relatively large
number of cells in each culture and a nontrivial fraction of these acquire resistance,
then by the law of large numbers (discussed further in Chapter 8), each culture will
have a similar number of resistant cells. Thus, the acquired inherited resistance
hypothesis predicts that the experimenters should observe a similar number of
resistant colonies on each plate (Figure 6.21B).

More precisely, the acquired inherited resistance hypothesis predicts that the
number of colonies on each plate should follow a Poisson distribution, with its
variance equal to its mean. The random mutation hypothesis predicts that the
number of colonies on each plate should follow a different distribution—now
known as the Luria—Delbriick distribution in honor of this experiment—with its
variance much larger than its mean. Luria and Delbriick demonstrated this with a
detailed mathematical model.

To distinguish between the two hypotheses, Luria and Delbriick carried out
their protocol repeatedly, and they counted the number of resistant colonies
that arose from each of a large number of cultures. As predicted by the random
mutation hypothesis, they observed a dramatic variation from culture to culture in
the number of resistant colonies. From this, they concluded that phage resistance
was likely to be a product of random mutations that occurred at different times
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prior to the presence of the phage. At least for this trait, mutation worked as
evolutionary biologists had predicted: randomly and independently of selection.

For this and other contributions, Luria and Delbriick won the 1969 Nobel Prize in
Medicine or Physiology. Since their original experiment, more than half a century of
subsequent developments in molecular genetics have revealed that, indeed, randomly
generated mutation is the rule throughout biology. But without thinking of the
phylogenetic structure of a growing population, Luria and Delbriick could never
have designed their beautiful experiment and made such an important leap forward
in our understanding of mutation and—consequently—the evolutionary process.

Rates of Mutation

Mutation generates the genetic variation on which natural selection acts. Therefore
if we want to understand how selection proceeds at the molecular level, we need
to know something about the rate at which mutations occur. Human mutation
rates can be estimated in a variety of ways (Kondrashov and Kondrashov 2010),
and these estimates generally suggest genome-wide mutation rates in the range
of 1 X 107 to 3 X 107® mutations per nucleotide per generation. Because the
human genome is approximately 3.1 X 10’ nucleotides in length and the genome
is diploid, this implies that each individual carries somewhere in the range of
60-180 novel mutations per diploid genome. These estimates are in close accord
with direct counts of novel mutations obtained by sequencing the whole genomes
of parents and their offspring (Roach et al. 2010; Kong et al. 2012).

Mutation rates vary considerably across species. RNA viruses have extremely
high mutation rates per nucleotide base in the genome, while DNA viruses have
somewhat lower mutation rates. Among cellular organisms, mutation rate per site
increases with genome size (Figure 6.22) (Baer et al. 2007; Lynch 2010a).

Mutation rates also vary widely in different regions of a single genome (Wolfe
et al. 1989; Ellegren et al. 2003), between nuclear and organellar genomes (Lynch
et al. 20006), between sexes (Haldane 1947; Bohossian 2000; Taylor et al. 2006),
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FIGURE 6.22 Mutation rates
vary across species. Here, we

see the base substitution mutation
rate per nucleotide site per genera-
tion as a function of genome size

in (A) non-eukaryotes and (B) cel-
lular organisms including cellular
microbes. Among microbes, the
pet-site mutation rate decreases with
genome size, whereas among cellu-
lar organisms, the per-site mutation
rate increases with genome size. bp,
base pairs; Mb, megabase. Adapted
from Lynch (2010a).
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and between families (Conrad et al. 2011). Finally, they vary across tissue types
within the same species (Lynch 2010a) (Table 6.1).

Distribution of Fitness Effects of Mutation

Whilebeneficial mutations provide the fuel that drivesadaptive change, evolutionary
biologists have historically focused their studies of mutation primarily on
deleterious mutations and on neutral mutations (Loewe and Hill 2010; Orr 2010).
The focus on deleterious and neutral mutations is due to the fact that these are
more common. Because mutations are generated at random with respect to fitness,
and because most traits have been under selection for long periods of time, any
single arbitrary genetic change is likely to have a negative effect on fitness or, at
best, no effect on fitness.

TABLE 6.1

Mutation Rates per Nucleotide Site (X10°) in Different Tissues

Approximate ESTIMATED MUTATION RATES

Cell Divisions

Species Tissue per Generation per Generation per Cell Division
Homo sapiens Germ line 216 12 0.06
Retina 55 54 0.99
Intestinal epithelium 600 160 0.27
Fibroblast (culture) 1.34
Lymphocytes (culture) 1.47
Mus musculus Male germ line 39 38 0.97
Brain 77
Colon 83
Epidermis 90
Intestine 120
Liver 240
Lung 170
Spleen 130
Rattus norvegicus Colon 180
Kidney 170
Liver 180
Lung 220
Mammary gland 58
Prostate 450
Spleen 100
Drosophila melanogaster ~ Germ line 36 4.6 0.13
Whole body 380
Caenorbabditis elegans ~ Germ line 9 5.6 0.62
Arabidopsis thaliana Germ line 40 6.5 0.16
Saccharomyces cerevisiae 1 0.33 0.33
Escherichia coli 1 0.26 0.26

Adapted from Lynch (2010a).
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Recently, however, evolutionary biologists have begun a concerted effort to
study the full spectrum of mutational effects. In 1996, population geneticist
Brian Charlesworth said that if he had a single question that he could ask a fairy
godmother, it would be what the relative frequencies of deleterious, beneficial,
and neutral mutations were in nature (Charlesworth 1996). Today, Charlesworth’s
fairy godmother is beginning to deliver. Data on the distribution of fitness
effects—the relative frequencies of mutations with various fitness consequences—
are becoming available for a number of species at scales from a single protein to
the entire genome.

Of course, we need to remember that the fitness effects of any individual
mutation depend on genetic background and environment, but the hope is that
the overall distribution of fitness effects for new mutations may be similar regardless
of context. One recent study on Drosophila found similar distributions of fitness
effects on different genetic backgrounds but different distributions under different
environmental conditions (Wang et al. 2014).

Evolutionary biologists can estimate the distribution of fitness effects in a
number of different ways. Perhaps the most straightforward of these is to create
an array of mutants and then directly assess the fitness of each. Joan Peris and
her colleagues took this approach using the virus Bacteriophage f1 (Peris et al.
2010). They experimentally produced base substitutions at 100 nucleotide sites
(Figure 6.23A) and measured the frequency of deleterious, beneficial, and neutral
mutations in the virus. As expected given the degeneracy of the genetic code,
approximately two-thirds of the mutations caused a change in the amino acid that
was specified.

The distribution of fitness effects that Peris and her colleagues observed is
illustrated in Figure 6.23B. This distribution is much like that seen in a number
of other viruses: Most mutations are either neutral or deleterious, though a few
are beneficial. Moreover, the distribution is bimodal—it has two peaks. One peak
corresponds to neutral or nearly neutral mutations; the other corresponds to lethal
mutations that prevent successful replication entirely (Wylie and Shakhnovich
2011). The nearly neutral mutations are those that slightly change protein structure
or stability without dramatically affecting folding or function. The lethal ones
prevent proper folding—and in small viruses such as these, each protein encoded
in the genome is essential for successful replication.

0 0.2 0.4 0.6 0.8
Fitness

Many mutations
are approximately
neutral

A small fraction
of mutations
are beneficial

FIGURE 6.23 Distribution of
fitness effects in Bacteriophage
f1. (A) The circular genome of

the Bacteriophage f1 virus. Each
small black circle indicates where
an experimental mutation occurred.
Roman numerals indicate genes and
colors indicate gene functions: Blue
is associated with replication, green
with maturation, yellow with capsid
production, and red with extrusion.
Rings indicate the type of mutation:
Synonymous mutations are shown
on the outer ring, nonsynonymous
mutations on the middle ring, and
nonsense mutations on the inner
ring. (B) The distribution of fit-
nesses of Bacteriophage f1 mutants,
relative to the wild type. Values
greater than 1.0 indicate beneficial
mutations. Values less than 1.0 indi-
cate deleterious mutations. Mutants
with fitness 0 have suffered lethal
mutations. Adapted from Peris et al.
(2010).®

209



210

Chapter 6 Transmission Genetics and the Sources of Genetic Variation

100

50

25°C

100

Number of mutations

50

ol = -

36°C

<0.85

Fitness

Synonymous mutations
[ Nonsense mutations
All mutations

FIGURE 6.24 Distribution of
fitness effects for HSP90 in
Saccharomyces cerevisiae. The
distributions of fitnesses, measured
as growth rate relative to the wild
type, for strains with single muta-
tions in the heat shock protein
HSP90 in low-temperature (top)
and high-temperature (bottom)
environments reveal that most
mutations are neutral or deleteri-
ous. Both distributions are bimodal,
with a lower peak corresponding to
protein inactivation and a higher
peak corresponding to no change

in protein function. Mutations that
generate premature stop codons are
shown in red; these tend to have
strongly deleterious effects. Synony-
mous mutations are shown in blue;
these tend to be neutral or nearly
neutral. Because the HSP90 protein
facilitates thermal tolerance, muta-
tions to this protein have a more
deleterious effect in the higher-
temperature environment. Adapted
from Bank et al. (2014).

In eukaryotes, a similar pattern has been observed in the distribution of fitness
effects for changes in a single gene. In a recent study, Claudia Bank and her
colleagues estimated the distribution of fitness effects for mutations in the HSP90
heat shock protein of the yeast Saccharomyces cerevisiae (Bank et al. 2014). They
first generated an array of cells with different single-base mutations in the coding
region for this protein, and then they allowed these cells to compete with one
another for a number of generations. They then measured the relative frequencies of
each mutant type and from these frequencies inferred the fitnesses of the mutants.
As with the virus studies, most mutations were neutral or deleterious, though a
small number were beneficial (Figure 6.24). And as with the virus studies, the
distribution of fitness effects was bimodal. At 25°C the thermal tolerance conferred
by the HSP9O protein is inessential for survival and reproduction, so the lower
peak comprises mutations with moderately deleterious effects. At 36°C, HSP90
is needed for thermal tolerance and thus the lower peak is composed of strongly
deleterious or even lethal mutations.

Although studies such as these provide new and useful insights into the distribution
of mutational effects, we are still only beginning to learn about the relative frequency
of deleterious versus beneficial versus neutral mutations across species (Keightley
and Eyre-Walker 2010; Loewe and Hill 2010). Considerable work awaits.

Darwin was able to develop the theory of natural selection without knowing
the details of genetic transmission. He simply needed to understand that traits
were passed down from parents to offspring. But much of the work on evolution
that has been done since Darwin’s time has relied on a solid and ever-expanding
understanding of the mechanisms underlying genetic inheritance. In this chapter,
we have discussed some key subjects in this area, with an emphasis on their
connection to key concepts in evolutionary biology. We are now ready to proceed
to a series of chapters on population genetics (Chapters 7—-10), moving in turn
through single-locus models in large populations, to single-locus models in small
populations, to multilocus models, and, ultimately, to genome evolution.



SUMMARY

1.

Summary

At almost the same time that Charles Darwin was pub-
lishing On the Origin of Species, Augustinian monk Gregor
Mendel was breeding tens of thousands of pea plants.
This work gave birth to the field of genetics, including
transmission genetics. Mendel’s work provided empirical
evidence that traits from the two parents were not irre-
versibly blended in the offspring. He demonstrated that
instead, the heritable factors were particulate.

. Mendel’s laws are (a) the law of segregation, which states

that each individual has two gene copies at each locus and
these gene copies segregate during gamete production,
so that only one gene copy goes into each gamete, and
(b) the law of independent assortment, which states that
which of the two gene copies is passed down to the next
generation at one locus is independent of which gene
copy is passed down to the next generation at the other
loci. The second law holds true only for unlinked loci.

. DNA is arranged into structures known as chromosomes.

Diploid organisms have two copies of each chromosome.
Organisms with a single copy of each chromosome are
known as haploids.

. The sequences of nucleotides in DNA molecules specify

the sequences of amino acids that make up proteins. DNA
is transcribed into messenger RNA (mRNA) by an enzyme
called RNA polymerase. The mRNA is then translated
into protein with the help of a ribosome. Changes in DNA
sequences correspond to changes in protein structure or
expression and create the variation on which evolutionary
processes act.

. Proteins are constructed using 20 different amino acids.

Most amino acids can be encoded by more than one
nucleotide triplet (codon). The correspondence between
codons and amino acids is known as the genetic code.

. Proteins are long strings of amino acids that are essential

building blocks of life and serve many different functions
within cells. Some proteins act as enzymes that initi-
ate and regulate chemical reactions. Other proteins are
chemical signals that are used in communication within
and between cells. Some proteins bind to DNA and help
to regulate when and how DNA is expressed; others serve
structural functions, forming the cytoskeleton or ele-
ments of the extracellular matrix.

7.

10.

11.

12.

13.

14.

A gene is a sequence of DNA that specifies a func-
tional product. In eukaryotes, protein-coding genes
are composed of exons and introns. An allele is a spe-
cific form of a gene. In diploid species, individuals
with two copies of the same allele for a given gene are
called homozygotes, and those with copies of different
alleles are called heterozygotes.

. Regulatory elements influence the rate at which RNA

molecules are transcribed from the DNA. This process
is known as transcriptional regulation. Regulatory ele-
ments that increase the rate of transcription are called
enhancers, while those that decrease the rate of transcrip-
tion are known as silencers.

. In eukaryotic cells, the structure of chromatin—DNA

wrapped around proteins called histones—also influences
the transcription rate, by determining the accessibility of
genes to RNA polymerase. Epigenetic modifications to
the DNA and the histones further affect gene expression
and are heritable across cell divisions.

Mutation, a change to the DNA sequence of the organism,
generates genetic variation. Mutations are undirected,
in that they are random with respect to their fitness
consequences.

Changes of single nucleotides are classified as synony-
mous if they change the amino acid specified and non-
synonymous otherwise. Nonsense mutations introduce a
stop codon where an amino acid was previously specified.
Insertion or deletion of one or more nucleotides may pro-
duce a frameshift mutation. Large-scale mutations at the
whole-gene or chromosome level are also possible.

In sexually recombination
through crossing-over—the physical exchange of seg-

reproducing organisms,

ments of DNA during meiosis—remixes existing varia-
tion into new genetic combinations.

In humans, mutations occur at rates around 1 X 1078
to 3 X 107® mutations per nucleotide per generation.
Mutation rates differ across species, between families,
between sexes, between nuclear and organellar genomes,
across regions of a single genome, and across tissue types.

In the systems studied to date, most mutations are del-
eterious or nearly neutral, while only a few are beneficial.

21



212

Chapter 6 Transmission Genetics and the Sources of Genetic Variation

KEY TERMS

alleles (p. 195)

amino acids (p. 194)

chromatin (p. 197)

chromosomal deletion (p. 202)
chromosomal duplication (p. 202)
cis regulatory elements (p. 197)
codons (p. 194)

crossing-over (p. 203)
distribution of fitness effects (p. 209)
dominant (p. 189)

epigenetic inheritance (p. 197)
exons (p. 195)

frameshift mutation (p. 201)

gametes (p. 189)

REVIEW QUESTIONS

1.

KEY CONCEPT APPLICATION QUESTIONS

11.

12.

gene (p. 195)

genotype (p. 195)

histones (p. 197)

(p. 196)

introns (p. 195)
inversion (p. 202)

locus (p. 189)
meiosis (p. 203)

genetic code (p. 194)

homozygotes (p. 196)

incomplete dominance

heterozygotes (p. 196)

law of independent assortment (p. 189)

law of segregation (p. 189)

nonsense mutation (p. 200)
nonsynonymous mutation (p. 199)
promoter (p. 193)

recessive (p. 189)

regulatory elements (p. 197)
synonymous mutation (p. 199)
trans regulatory elements (p. 197)
transcription (p. 193)

transition (p. 199)

translation (p. 194)

translocation (p. 202)
transmission genetics (p. 188)

transversion (p. 199)

Which law required Mendel to observe at least two traits
in order to derive it: the law of segregation or the law of
independent assortment?

. How did the discovery of particulate inheritance resolve

a serious concern about Darwin’s theory?

. Describe two chemical differences between DNA and

RNA.

. Briefly outline the processes by which DNA sequence

information is used to produce proteins in eukaryotes.

. Why is the genetic code said to be degenerate?

We emphasized that mutation is undirected. Why is this
such a critical concept? How can a misunderstanding
about this lead to a complete failure to grasp how the
evolutionary process operates?

Imagine that it had turned out that mutation was not
undirected, but that instead some mechanism of directed
mutation allowed organisms to generate only beneficial
mutations. Sketch what Figure 6.23B might look like in
this case.

. Explain how the following terms relate to one another:

gene, allele, locus, genotype.

7. What is epigenetic inheritance?

10.

. Distinguish between synonymous mutations, nonsyn-

onymous mutations, and nonsense mutations.

. Suppose a resistant mutation arises early in the growth

process during the Luria—Delbriick experiment. How
does this affect the number of resistant cells once the bac-
teria are exposed to phage particles?

Is there one “human mutation rate”? Why or why not?

13.

Figure 6.9B shows a flower species that exhibits incom-
plete dominance for flower color: RR individuals pro-
duce red flowers, Rr individuals produce pink flowers,
and 7 individuals produce white flowers. Use a Pun-
nett square to determine what types of offspring would
be produced, in what frequencies, from a cross between
two Rr parents.



14. Propose a plausible sequence of chromosomal rearrange-
ments that would transform the first chromosome into
the second as shown in the illustration below.

A B C D E F G H

E D E D A F G H

15. What sequence of amino acids is specified by the follow-
ing mRNA?

AUGGCAUCACCGUGGAAGUGAGUGCGU

Assume that the reading frame begins at the start: AUG
CAU and so forth.

SUGGESTED READINGS

Suggested Readings

16. In a study of children with autism and schizophrenia,
Kong et al. (2012) sequenced the genomes of family mem-
bers to explore the relationship between father’s age and
the number of de novo (newly arisen) mutations in the off-
spring. Their results are shown below (figure adapted from
Kong et al. 2012). Describe in a sentence or two what this
plot tells us.
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Propose a hypothesis for this observation.
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ough overview of variation in mutation rates.
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Genius of Gregor Mendel, the Father of Genetics. Mariner
Books, Boston. A beautiful book on Mendel’s work and its
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noptera). Molecular Phylogenetics and Evolution 56: 649—658.
A technical article that ties together transmission genetics,
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adaptation to low oxygen at high altitudes.
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<« Sooty terns (Onychoprion fuscata) return
to roost against a twilight blue sky at the
Hawaiian Islands National Wildlife Refuge,
Hawaii.

n the previous chapter, we provided an overview of Gregor
Mendel’s work on the nature of genetic inheritance. In Chapter 2, we
mentioned its fame as one of the great “lost discoveries” in the history
of science. What we did not explore in those chapters was the intense
controversy that arose upon the rediscovery of this work. This controversy
itself makes a fascinating story.

When, after 34 years of obscurity, Mendel’s work was finally rediscovered
in 1900, his ideas were met with great excitement but not with broad and
immediate acceptance. Instead, the renewed attention around Mendel’s
paper triggered a vigorous debate about the nature of heredity. Were the
peculiar rules of inheritance that Mendel described simply a strange quirk
of a few characters in one particular species, the garden pea? Or were they
more fundamental to biology, telling us about the process of inheritance
throughout the living world?

Critics attacked Mendel’s conclusions on multiple grounds. First,
Mendel’s examples did not seem to accord with most biological observations:
The traits Mendel studied were discrete characters that take on one of a
fixed set of possible values, whereas most biological variation appeared to be
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FIGURE 7.1 Discrete versus
continuous traits. (A) The
succulent plant Aloe polyphylla
spirals either clockwise (left) or
counterclockwise (right). The
direction of the spiral is a discrete
trait. (B) Human skin color is a
continuous trait.

BB and Bb

&

FIGURE 7.2 The genetics of
brachydactyly. Brachydactyly is a
malformation or shortening of the
digits and is inherited as a dominant
trait. BB and B/ individuals show
malformed or shortened fingers,
whereas bb individuals have normal
fingers.

A Aloe spiral direction is a discrete trait
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B Human skin color is a continuous trait

continuous (Figure 7.1). Second, at the time it was unclear whether a Mendelian
system of inheritance could be consistent with Darwin’s theory of evolution by
natural selection. We will defer discussion of these two issues—and their ultimate
resolution—until the beginning of Chapter 9.

For now, we will focus on a third critique, levied by leading biologists of the
time against the best examples of so-called Mendelian traits—discrete traits passed
on to offspring in the expected Mendelian ratios. These critics thought that trait
frequencies as observed in nature were not consistent with the frequencies expected
under Mendelian inheritance. A satisfactory resolution to this problem required a
mathematical way of linking the rules of individual inheritance to their population
consequences: It drew in one of the leading mathematicians of the twentieth century,
and it led to the initial foundation of the field known as population genetics.

A concise version of the story centers on a 1908 paper presented by Reginald
Punnett to the Royal Society of Medicine. Punnett, who is also known for
introducing the Punnett square (Chapter 6), was a leading advocate of Mendel’s
ideas. In his paper, Punnett laid out a series of examples of human traits that
were transmitted according to Mendel’s laws of inheritance. Among these was
brachydactyly, a genetically inherited condition leading to shortened or malformed
fingers and toes. Based on an analysis of human pedigrees, Punnett noted that
heredity of this trait was consistent with Mendel’s model of inheritance. We now
know that Punnett was correct: Brachydactyly is controlled by a single locus on an
autosome—one of the chromosomes that is notasex chromosome. Theallele conferring
the brachydactylous state is dominant to the typical state, or wild type (Figure 7.2).

Punnett’s paper was followed by spirited discussion. G. Udny Yule (1871-1951),
a British statistician who also wrote important papers on Mendelian genetics, is
reported to have attacked the brachydactyly case, as he believed that it was an
invalid example of a Mendelian trait. Supposedly, Yule expected that any dominant
Mendelian trait should occur in a 3:1 ratio, reflecting the 3:1 ratio Mendel had
found with his peas.
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Across the fog of a century, it is hard to reconstruct exactly who believed
precisely what, but Yule appears to have reasoned along the following lines:
Mendel’s rules predict that heterozygote crosses yield a 3:1 ratio of dominant to
recessive phenotypes among offspring. Therefore, if Mendel’s rules are correct, a
heterozygous trait should be observed in a 3:1 ratio in a population (this inference
turns out to be false, as we will see). But brachydactyly—one of the favorite
examples used to support Mendelian arguments—does not occur in a 3:1 ratio in
human populations. Rather, as simple observation reveals, brachydactyly remains
rare in human populations. From this observation, Yule erroneously concluded that
the brachydactylous trait must not be strictly Mendelian in nature. Yule reportedly
took this empirical observation as evidence against the Mendelian hypothesis.

Unable to counter Yule’s critique on his own, Punnett turned for help to his friend
G. H. Hardy (1877-1947), a renowned British mathematician. Hardy developed
a straightforward mathematical model to predict the population-level consequences
of Mendelian inheritance. This model allowed Hardy to test mathematically—and
refute—Yule’s presumption that Mendel’s rules necessarily produce a 3:1 ratio of
dominant to recessive phenotypes at the population level. The model undercut
Yule’s criticism, and it showed that Punnett’s examples of rare Mendelian traits,
including brachydactyly, could be valid even though the ratios observed in the
population as a whole were nowhere near 3:1. We return to this model in detail a
bit later in the chapter.

Hardy’s model also cleared up a second misperception surrounding the
population-level implications of Mendel’s laws. Many biologists believed that under
Mendelian inheritance, dominant alleles would replace recessive alleles over time,
simply by the nature of heredity. Hardy showed otherwise. According to Hardy’s
model, the frequency of an allele neither increases nor decreases simply because its
effects are dominant or recessive. In other words, an allele’s dominant or recessive
mode of expression has nothing to do with the mechanics of its transmission. Other
factors, such as selection or mutation, may lead to changes in allele frequencies.
But in the absence of such factors, dominant alleles do not increase in frequency
simply because they are dominant, nor do recessive alleles decrease in frequency
simply because they are recessive.

Over the next three chapters, we will learn how to construct some simple
population genetic models. In this chapter, we will limit ourselves to considering
how allele frequencies change at # single locus in a large population. Our goal will
be to understand how genotype frequencies in the offspring population relate to
genotype frequencies in the parental population. We will begin our quantitative
treatment of the subject by exploring the model that Hardy developed at Punnett’s
request. In doing so, we will see how this model serves as a null model against
which we can compare observations of genotype frequencies and the way that
they change over time. We will then examine natural selection, mutation, and
migration to see how each can produce changes in gene frequencies and thus affect
the evolution of traits. We will address the following questions:

= How do allele frequencies change over time in the absence of natural
selection and other evolutionary processes?
= How do we build a mathematical model of natural selection?

= How do mutation, nonrandom mating, and migration affect genotype
and allele frequencies in a population?
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Individual-level thinking: What gametes
and offspring are produced, in what
frequencies, from a given pair of parents?

AA,xAA,

Population-level thinking: How do
the characteristics of the population
change over time as the result of
evolutionary processes?

AA, Ak
AA, AA;
AA, AR

FIGURE 7.3 Individual-level
thinking versus population-level
thinking. Individual-level and
population-level approaches ask
different questions. (]

7.1 Individual-Level versus
Population-Level Thinking

The field of transmission genetics, which we reviewed in
A | AA Ah, Chapter 6, characterizes the way in which the genotype
A | AA | AA, of an individual offspring is related to the genotypes
of its parents. The field of population genetics then
investigates how the genotype frequencies in an offspring
population are related to the genotype frequencies in

a parental population. To understand the process of

evolutionary change, we have to make a shift from

AA,  AA individual-level thinking, so prevalent in the study of
AA, genetics, to the sort of population-level thinking that we

AA, tend to associate with ecology and evolution. Individuals

AA; . . . .

AA, live but one lifetime, whereas evolution results in changes
in the composition of populations across generations. We

illustrate the difference between these individual-level

and population-level approaches in Figure 7.3.

Quantitative versus Qualitative Predictions

In the previous chapters, we examined the evolutionary process and its consequences
in qualitative terms. For example, we learned that in order for natural selection
to operate on a character such as the coat color of oldfield mice, there must be
variation in coat color, fitness differences associated with the different coat colors,
and heritability of coat color. From this, we can then predict whether coat color
in a given population is likely to change over evolutionary time. If lighter-colored
mice are less likely to be eaten by predators, we expect to see the allele variants that
contribute to lighter coloration become more common over evolutionary time. In
essence, if any measurable trait has a genetic basis, we can make predictions about
whether the alleles for that trait will increase or decrease in frequency.

Evolutionary biologists can also make gquantitative, or numerical, predictions
about evolutionary dynamics. Evolutionary change occurs because certain alleles
or genotypes become more common and others become less common. At its most
basic level, biological evolution occurs when genorype frequencies change over time. The field
of population genetics provides a formal structure with which to look at this process.
Using population genetics, we can develop a mathematical description of how these
frequencies change over time—and thus a mathematical description of the evolutionary
process itself. This greatly facilitates the testing of evolutionary hypotheses.

It is not only change that we are interested in. We also want to understand stasis;
we want to understand when genotype frequencies or allele frequencies will stay the
same. Are there “steady-state” frequencies for which no further change will occur?
Such frequencies are known as the eguilibria of our models. In general, we say that a
physical or mathematical system is at equilibrium if the system has reached a state
where it does not change in the absence of outside forces or processes acting on it. In
population genetics, we typically track the genotype frequencies in a population. An
equilibrium is then a state of the population such that genotype frequencies do not
change from generation to generation. Box 7.1 illustrates several types of equilibria.



| BOX 7.1 Types of Equilibria

Typically, when we think about an equilibrium, we think about
a stable equilibrium, for which two conditions hold:

1. When at this point, the system does not change.

2. If perturbed or displaced by some small amount, the sys-

tem will return to its original position at rest.

The first condition ensures that we have an equilibrium; the
second ensures that our equilibrium is stable.

Perhaps the simplest way to envision a stable equilibrium
is by thinking about a marble in a rounded cup (Figure 7.4).
The bottom of the cup is a stable equilibrium for the marble,
because a marble at rest at this point does not move further, and
if perturbed with a small push, the marble will return to the

equilibrium point at the bottom of the cup.

p

FIGURE 7.4 Stable
equilibrium. A
marble at the bottom
of a rounded cup
represents a stable
equilibrium.

But stable equilibria are not the only kind of equilibria.
There are also unstable equilibria. At an unstable equilibrium,

two conditions hold:
1. When at this point, the system does not change.

2. If perturbed or displaced by some small amount, the
system will move away even further from its initial

position at rest.

Corresponding to our marble in a
cup, we can think of an unstable
equilibrium as a marble per-
fectly balanced on the top of
a hill (Figure 7.5). In the
absence of external forces,
it is not going anywhere.

FIGURE 7.5 Unstable
equilibrium. A marble
balanced on top of a hill
represents an unstable
equilibrium.

7.1 Individual-Level versus Population-Level Thinking

FIGURE 7.6 Neutral equilibrium. A marble at rest
on a tabletop represents a neutral equilibrium.

But give it the slightest push in any direction, and it will tum-
ble off the hill rather than return to its starting position.

In addition to stable equilibria and unstable equilibria, there
are also neutral equilibria. A neutral equilibrium is a state of the

system such that these conditions hold:
1. When at this point, the system does not change.

2. If perturbed or displaced by some small amount, the
system will stay in its displaced position, rather than
returning to the original position as it would in a stable
equilibrium or moving further away as it would in an

unstable equilibrium.

Here we can think about a marble on a flat tabletop
(Figure 7.6). If we move it slightly to the left or right, front or
back, it neither returns to its original position nor falls off the
table. It will simply sit at rest in its new position.

An equilibrium can also be stable with respect to perturba-
tions in one direction, but neutral with respect to perturbations
in another. We call this a mixed equilibrium. One example of
such an equilibrium is the position of a marble in a half-pipe
(Figure 7.7).

When displaced leftward or rightward, up the sides of the
half-pipe, the ball will return to its position in the center, as
with a stable equilibrium. But when displaced forward or back-
ward along the bottom of the half-pipe, the ball will remain in

its newly displaced position.

FIGURE 7.7 Mixed
equilibrium. A marble in a
half-pipe represents a mixed
equilibrium.
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7.2 The Hardy—Weinberg Model: A Null
Model for Population Genetics

Population-level thinking sets the stage for the construction of a mathematical
model of evolutionary change. But, in order to understand the effects of any natural
process, we need a baseline model for comparison.

The Role of Null Models in Science

The role of a null model in science is to provide such a baseline. In physics,
Newton'’s first law provides a baseline to help us understand the effects of forces
acting on objects. The first law states that if no net external force is acting on an
object, then an object in motion continues that motion, and an object at rest stays
at rest. With this baseline in place, we can see that objects in motion speed up or
slow down only when they are acted on by forces.

If we want to understand the effects of biological processes such as natural
selection or mutation on the frequencies of genotypes in a population, we also need
a null model. The Hardy—Weinberg model provides such a null model. It tells us
what happens to genotype frequencies when natural selection and other important
drivers of evolutionary change are not operating. Then, when we observe change
in genotype frequencies relative to Hardy—Weinberg predictions, we will be able
to make inferences about the sorts of evolutionary processes necessary to explain
our observations.

It only became possible to construct such a null model once biologists had
a rudimentary understanding of the mechanistic basis of heredity. With this
understanding in place, evolutionary biologists could scale up their thinking about
how genes are transmitted, using the rules of heredity at the individual level in
order to model the rules of heredity at the level of populations. In other words,
they could now model how the frequency of traits might change in populations.

The Hardy—Weinberg Model

Taking the most basic case, suppose that a single character at a single genetic locus
is encoded by a single pair of alternative alleles. What will happen over time to the
frequencies of these alleles, as well as to the frequencies of the genotypes in which
they are found, in the absence of any significant evolutionary processes? While the
answer may seem obvious to us today, it was by no means obvious a century ago.
Population geneticists needed a formal model to answer this question definitively.

This is the question that G. H. Hardy’s model addressed. The German physician
Wilhelm Weinberg (1862—-1937) independently developed and published a
comparable model at the same time: In recognition of this parallel discovery, we
commonly refer to it as the Hardy—Weinberg model. The Hardy—Weinberg model
examines a character encoded by a single locus, with two alleles A; and A,. In
this case, there are three possible genotypes—A A, A1A,, and A,A,. Hardy and
Weinberg wanted to examine what would happen to the frequencies of these three
different genotypes in a simple genetic model in which natural selection—and
other important evolutionary processes—were 7ot operating. Their solution, now
called the Hardy—Weinberg equilibrium, serves as a null model for studies of
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allele frequencies and genotype frequencies in populations. The model provides
three important conclusions:

1. The frequencies of the A, and A, alleles do not change over time in the
absence of evolutionary processes acting on them. Note that these allele
frequencies need not be 50%. The A, allele could be much more common
than the A, allele or vice versa.

2. Given allele frequencies (the frequencies of A; and A,) and random mating,
we can predict the equilibrium genotype frequencies (the frequencies of
A1A, A1A,, and ALA>») in a population in which evolutionary processes
are not acting. Today, these are referred to as Hardy—Weinberg equilibrium
[requencies.

3. If no evolutionary processes are operating, a locus that is initially not at
Hardy—Weinberg equilibrium will reach Hardy—Weinberg equilibrium in a
single generation.

The first conclusion tells us how allele frequencies change in the absence of
evolutionary processes. The second conclusion tells us how genotype frequencies
relate to allele frequencies in the absence of evolutionary processes. The third
conclusion tells us how long it takes to reach these genotype frequencies.

To biologists in the early twentieth century, the Hardy—Weinberg model
revealed something very important: that the mechanics of inheritance itself do
not diminish the variation present in a population. Recall Darwin’s concern that
blending inheritance would use up the variation present in a population and leave
selection with no variation to sort upon. The Hardy—Weinberg model shows that
inheritance itself does not change the allele frequencies in a population, nor does
the fraction of homozygotes decrease over time once Hardy—Weinberg proportions
are reached.

The Hardy—Weinberg Assumptions

Every mathematical model begins with a list of assumptions. When modelers list
their assumptions, they are, in essence, laying out for the reader what will and
will not be included in a model. This process of enumerating the assumptions is
one of the most important aspects of any model, because it allows the reader to
understand the scope, as well as the limitations, of the mathematics to follow.

The Hardy—Weinberg model begins by making a number of basic assumptions
about the individuals and population under study, as well as the evolutionary
processes in operation. The model envisions a population of sexually reproducing
diploid organisms with the same allele frequencies in males and females. These
organisms reproduce in discrete non-overlapping generations: all parents reproduce
synchronously and then die. Critically, the Hardy—Weinberg assumptions state that
none of five important evolutionary processes are operating:

1. Natural selection is 7ot operating on the trait or traits in question.

2. There is no assortative mating: mating in the population is random with
respect to the locus in question.

3. No mutation is occurring.

4. There is no migration into or out of the population.
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5. The population is effectively infinite in size, so genetic drift—chance
fluctuations in allele frequencies—is negligible.

We begin by developing the model using these assumptions. Later in this
chapter, we will explore what happens when assumptions 1-4 are relaxed. In the
subsequent chapter we will relax assumption 5 and examine genetic drift in detail.
By comparing what happens when we remove one or more of these assumptions with
what happens in the basic Hardy—Weinberg model when all of the assumptions are
operating, we can get a sense of how processes such as natural selection, nonrandom
mating, mutation, migration, and genetic drift influence genotype frequencies.

Deriving the Hardy—Weinberg Model

Every organism in our population must have one of the three possible genotypes
A1A 1, A1A,, or AA,. Let us call the frequencies of these three genotypes f[A A ],
[1A1A5], and f[A,A,]. Because each individual has one of these three genotypes, the
sum of genotype frequencies must be unity: f[A,A;] + f[A1A,] + fTAA,] = 1.
(Box 7.2 summarizes the rules of probability used in this chapter.)

From these genotype frequencies, we can compute the allele frequencies directly.
Allele A, is found only in individuals with the A|A; or A;A, genotypes. Because
each A A individual possesses two A alleles, and each A} A, individual possesses a
single A allele, we can devise a simple mathematical relationship between genotype
frequencies and allele frequencies. This allows us to calculate the frequency of the
A allele, which we denote as p, from the genotype frequencies:

p = flaa + 44

BOX 7.2 Basic Probability Calculations

In probability, we study the chance that certain outcomes—
which we will call events—are observed. Suppose P, is the prob-
ability that a given outcome—call it event E;—occurs, and

suppose that P, is the probability that another event E; occurs.

Probability of a Sure Event and Probability of

an Impossible Event

1. If the event E; is certain to occur, we say that its
probability is 1.

2. If the event E, is certain not to occur, we say that its
probability is 0.

Probability That an Event Does Not Occur
If E; occurs with probability Py, the probability that E; does

not occur is given by 1 — P,.

Events Can Be Assembled from Other Events
We can create new events using other events as building blocks.

For example, we could define E; as the event that both E; and

E, occur; we could define E4 as the event that neither E; nor

E, occurs.

Probability of Event 1 and Event 2

If event E; and event E, are independent events—that is, if the
chance of E, happening does not depend on whether E; hap-
pened and vice versa—then the probability that both E; and E,
occur is given by the product of their probabilities:

Pr(ElaﬂdEz):Pl XPZ

For example, let E; be the event that you roll a 1 on a fair
die, and let E, be the event that you get heads on the flip of
a fair coin. The probabilities of these events are P, = 1/6 and
P, = 1/2, respectively. These are independent events: The
result of the coin flip does not depend on the result of the die
roll and vice versa. Therefore, the probability that you both roll
a 1 on the die and get heads on the coin flip is Pr (E; and E,)
=P, XP,=1/12.
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We are counting the A, A, genotypes only half Parents Gamete pool Offspring
as much as the A|A; genotypes because, in the
AA, Al p AA
former, only half of the alleles at the A locus are AA 2 =
. 1 12
A, alleles, whereas in the latter, both of the alleles AA Ao A A AA,
2712
at the A locus are A, alleles. Similarly, because o A, " A AA,
half of the A alleles in an A;A, heterozygote are o " e AA;
. 1
A, alleles, whereas all of the A alleles in an A,A, o A Afy
AiA; A, ! AiA,

individual are A, alleles, the frequency of the A,
allele, which we denote as ¢, is given by

J1A1A]

We imagine that parents
contribute gametes to a
single large gamete pool

Then pairs of gametes
are drawn at random to
form new offspring

q = [lAA;] +

FIGURE 7.8 A gamete pool

approach. When individuals mate
at random with respect to the geno-
type we are studying, we can take a

Finally, because we have only two alleles in our system, it must be true that
p + g = 1 because every A allele is either an A; or an A,.
We want to see how genotype frequencies change over time, so we need to

calculate the new genotype frequencies after individuals in our population mate
with one another and produce offspring. One way to do this is to go through all
possible mating pairs that can occur in our population, compute how common such
mating pairs are, and write out Punnett squares to determine what type of offspring
are produced from such matings. But doing the calculations in that way would
involve a large amount of tedious algebra even in this simple one-locus, two-allele
case. Fortunately, if the Hardy—Weinberg assumptions are met, we can bypass all of
that algebra. We can take advantage of the very convenient fact that in this model,
gametes assort at random—that is, they pair up at random to produce offspring—
just as if they were all mixed together in one great gamete pool and then drawn out
randomly in pairs (Figure 7.8). The composition of this hypothetical gamete pool is

gamete pool approach. Using this
approach, the frequencies of the off-
spring produced are equal to those
expected if the parental generation
were simply to contribute their
gametes to a single large gamete
pool, from which pairs of gametes
are drawn at random to form new
offspring.

simply proportional to the frequency of the alleles in the parental generation.

Probability of Event 1 or Event 2

If the events E,| and E, are mutually exclusive events—that is, if it
is impossible for E; and E, both to occur—then the probability
that either E; or E, occurs is given by the sum of their prob-
abilities: Pr(E, or E;) = P + P,. The probability that they both
occur is, of course, 0.

For example, let E; be the event that you get a 1 when you
roll a die, and let E, be the event that you get an even number
on the same roll. These are mutually exclusive events. If they
have probabilities P, = 1/6 and P, = 1/2, respectively, then
the probability that E; and E, both occur is Pr(E; and E;) = 0,
and the probability that P, or P, occurs is Pr(E; or E,) = P +
P, = 2/3.

More generally, for any two events E; and E,, independent or
not, mutually exclusive or not, the probability that at least one

of them occurs is given by

Pr(E, or E;) = P, + P, — Pr(E, and E,)

We can rewrite this as a general expression for the probability
that E, and E, both occur as

Pr(E,and E,) = P; + P, — Pr(E, or E>)

Frequencies and Probabilities

In population genetics, we often speak of the frequencies or
expected frequencies of different genotypes or alleles—that is,
of the fraction of the population that we expect to be composed
of each genotype or allele. If we assume that each offspring is
produced independently by the same random process that leads
to the production of every other offspring, the frequencies in a
very large population will be equal to the probabilities of pro-
ducing each type of offspring in a single reproduction event.
In the Hardy—Weinberg model and many (but not all) other
population genetic models, we indeed make this assumption.
Therefore, we can and will use the laws of probability laid out
above in order to compute the frequencies of genotypes and

alleles.
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The offspring, produced by random draws from this gamete pool, occur with
frequencies that we can calculate using the rules of probability detailed in Box 7.2:

Genotype Hardy—Weinberg Equilibrium Frequency

A4, »
AA; 2pq
AA, qz

The frequency of the A;A; genotype among the offspring is just the frequency
of the A, allele, squared. The Hardy—Weinberg model, then, predicts that in the
absence of evolutionary processes, the expected frequency of the A A, genotype is
equal to the fraction of the time that we would expect a random draw from a gamete
pool with A, at frequency p to yield two A, alleles: p°. Similarly, the frequency of
the A1 A, genotype is equal to the fraction of the time that a random draw would
select one A allele and one A, allele. This is 2pg rather than pg because there are
two ways to draw an A A; individual: by drawing an A, first and an A, second or
by drawing an A, first and an A; second. The frequency of the A,A, genotype is
equal to the fraction of the time that two A, alleles would be drawn: ¢°. This is a
general result: The frequencies at Hardy—Weinberg equilibrium are always those
that we would find if the gametes were paired randomly.

BOX 7.3 Hardy-Weinberg Equilibrium Is a Mixed Equilibrium

The key to a deep understanding of the Hardy—Weinberg equilib-
rium is to recognize that it is a mixed equilibrium. How is this so?

Recall that for a single locus A with alleles A, and A, at
frequencies p and ¢, the Hardy—Weinberg model predicts that:

1. A population not at Hardy—Weinberg equilibrium will
achieve Hardy—Weinberg genotype frequencies after a

single generation of random mating.

2. In the absence of evolutionary processes acting on the

population, allele frequencies remain constant.

This first condition indicates that Hardy—Weinberg genotype
frequencies f[A1A ] = p%, fIALA5] = 2pg, and f{AA] = ¢ rep-
resent a stable equilibrium, given the allele frequencies p and g.

The second condition indicates that the allele frequencies p
and ¢ are themselves a neutral equilibrium. In the absence of
external processes (for example, natural selection, drift, migra-
tion, and mutation), they don’t change. But once displaced from
their initial values to new values p’ and ¢’, the allele frequencies
do not return to the initial values, but rather they remain at the
new values until further influenced by external processes.

We can represent this graphically by plotting the frequency
p of the A allele on the x axis and the frequency f[AA;] of
the heterozygote on the y axis. (These two quantities are suf-
ficient to determine all three genotype frequencies and thus the

entire state of the system.) The curve in Figure 7.9 indicates

the Hardy—Weinberg heterozygote genotype frequency as a
function of the frequency of the A, allele.

In terms of the metaphor of marbles on surfaces that we
developed in Box 7.1, the Hardy—Weinberg mixed equi-
librium is like a marble on a curved half-pipe, as shown in
Figure 7.10A. The marble can be shifted left to right along the
bottom of the half-pipe, and it simply stays in its new position:
any value of the allele frequency p is a neutral equilibrium. But
if the marble is pushed forward or backward up the side of the
half-pipe, it will return once again to the corresponding rest
position at the bottom of the pipe. For any particular allele

0.5

0.3

fTAA,

FIGURE 7.9 Heterozygote frequency at Hardy—
Weinberg equilibrium. The Hardy—Weinberg equilibrium
frequency f[A,A,] of the heterozygote is a function of the
allele frequency p of the A; allele: f[AA5] = 2pg = 2p(1 — p).
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Thus, we see that the Hardy—Weinberg model settles down to equilibrium
genotype frequencies of p?, 2pg, and ¢ after a single generation. And, provided
that the assumptions of the model are met, genotype frequencies remain at these
values indefinitely. Box 7.3 expands on this point.

KEYCONCEPT QUESTION

7.1 You observe that the genotype frequencies in a population are f[A;A;] = 0.3,
flA1A,] = 0.2, f[A,A,] = 0.5. How many different explanations can you think of for
why this population may not be in Hardy—Weinberg equilibrium?

An Example of Hardy—=Weinberg Genotype
Frequencies: The Myoglobin Protein

To see an example of Hardy—Weinberg genotype frequencies in a human
population, we will consider polymorphism of the gene that codes for myoglobin.
Myoglobin is a protein that supplies oxygen to the muscles when needed.
Molecular genetic analysis reveals that human myoglobin alleles typically take
one of two forms—Ilet’s call them A; and A,—that differ by only two bases
(Takata et al. 2002).

frequency p, the genotype frequency f[A,A,] = 2pq is a stable Mendel’s rules predicted a stable equilibrium for both genotype

equilibrium. frequencies and allele frequencies, with allele frequencies return-

Returning to the story at the opening of this chapter, at last ing to an even 1:1 ratio (Figure 7.10B). But instead, as Hardy and

we can see where Yule and his colleagues went wrong in their Weinberg each showed, Mendel’s rules predicted a mixed equilib-

intuitions about what Mendel’s rules predicted for population- rium. Genotype frequencies are stable for given allele frequencies,

wide genotype frequencies. Yule and his colleagues expected that but allele frequencies themselves are at a neutral equilibrium.

A What Mendel’s rules predict B What Yule mistakenly expected

FlA1A,]

p

FIGURE 7.10 Hardy-Weinberg equilibrium and mixed
equilibrium. (A) Hardy—Weinberg equilibrium is a mixed

equilibrium. Given any particular allele frequency p, the geno-

type frequency f[AA,] = 2pq is a stable equilibrium. But the fIA,A,]
allele frequency p itself is a neutral equilibrium. (B) Yule and his

colleagues mistakenly believed that Mendel’s rules predicted a stable

equilibrium both in allele frequencies and in genotype frequencies.
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To study the distribution of these two alleles in a Japanese population, Tomoyo
Takata and his colleagues collected blood samples from 100 Japanese volunteers. The
researchers then used a form of polymerase chain reaction (PCR) to determine the
genotype of each individual at the myoglobin locus. They found that among their
subjects, the frequency of the A, allele was p = 0.755, while that of the A, allele
was g = 0.245.

If no other evolutionary processes are in operation, the equilibrium frequencies of
genotypes in this example can be predicted from allele frequencies by using the Hardy—
Weinberg model. As we have seen, when the allele frequencies are p and ¢, we expect
the genotype frequencies to be p?, 2pg, and ¢* at Hardy—Weinberg equilibrium. In this
case, that means the expected Hardy—Weinberg genotype frequencies (f.,) will be

JoplA1AL] = (0.755)* = 0.57
feplA1A5] = 2 X 0.755 X 0.245 = 0.37
fexp[AZAZ] = (0245)2 = 0.06

Takata and his colleagues found that the observed genotype frequencies (f,},,) were
as follows:

f;)bs[AlAl] = 0.59
Jobs[A1A5] = 0.33
Jobs[A2A2] = 0.08

What can we conclude from these observations? The observed frequencies seem to
be very close to the expected frequencies, close enough that any deviation could be
due to chance. But is this correct? We need a statistical test to evaluate whether the
observed frequencies deviate significantly from the expected. Box 7.4 describes how
one can evaluate whether a given set of genotype frequencies is in Hardy—Weinberg
equilibrium proportions using a chi-square (X?) test. Applying the procedure
described there, we find that the X2 value for Takata’s data is 0.157. (You may want
to practice by confirming that value yourself.) This is far lower than the critical value
of 3.84, above which we would have a statistically significant deviation from Hardy—
Weinberg equilibrium frequencies at the 5% level.

Takata’s results are therefore consistent with the hypothesis that there are no
evolutionary processes operating on the A; and A, alleles. There is good reason
to think that this may be the case. We don’t expect selection to be operating:
the base pair differences that distinguish the A; and A, alleles are synonymous
mutations, and therefore the myoglobin proteins produced by each allele are
identical. We expect random mating in the absence of any phenotypic differences
between the two alleles. Because it takes a pair of perfectly placed point mutations
to convert A, to A, or vice versa, mutation rates between these two loci are
low enough to be negligible. Migration is also negligible: Migration into the
Japanese population has traditionally been low, presumably low enough that the
frequencies at these alleles have been unaffected. Finally, the population studied
is very large. There are more than 125 million people in Japan. Thus, we would
expect that the large population assumption of the Hardy—Weinberg model has
been satisfied as well.

While both our knowledge of the biology of these two alleles and the results of
the Takata study are consistent with the Hardy—Weinberg model, the study does
not definitively demonstrate that the Hardy—Weinberg assumptions are met for
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BOX 7.4 Testing for Hardy—-Weinberg Equilibrium

At Hardy—Weinberg equilibrium, both allele frequencies and
genotype frequencies remain unchanged from generation to
generation. Thus, if we observe a change in the allele or geno-
type frequencies in a population, we can safely infer that either
(1) the population was not initially at Hardy—Weinberg equi-
librium or (2) at least one of the five Hardy—Weinberg assump-
tions has been violated.

We also know that the Hardy—Weinberg model predicts that
if a population is initially away from Hardy—Weinberg equi-
librium, the equilibrium genotype frequencies will be reached
in one generation—without any change in allele frequencies.
Therefore, if we observe allele frequencies changing at all or
if we observe genotype frequencies continuing to change over
multiple generations, we can again conclude that at least one of
the five Hardy—Weinberg assumptions has been violated.

But what if we observe a population in which neither the
allele frequencies nor the genotype frequencies are changing?
This still does not necessarily mean that the population is in
Hardy—Weinberg equilibrium.

How can we tell? Using the model we have developed thus
far, we can use the known genotype frequencies of a population
to test whether that population is at or near Hardy—Weinberg
equilibrium. For example, suppose that based on a sample of 20
individuals, we observe a population with the following geno-

type frequencies:

f[AlAl] = 05 f[AlAZ] =0.2 f[A2A2] = 03
We use these genotype frequencies to calculate the allele
frequencies: FlAA]
142
p=flAA] + T = 0.6
J1A1A)]
q = [IAA)] + S =04

These are the observed allele frequencies in our population.
Next, we calculate the expected Hardy—Weinberg genotype
frequencies for a population with these allele frequencies.
Call these expected Hardy—Weinberg frequencies fu.,[A1A41],
fexp[AlAz], andf;zxp[AZAZ]:

JeplA1A1l = p X p = 0.36
fuplAiA2] = 2pq = 0.48
JeplA2Az] = g X g =0.16

These expected genotype frequencies seem to be consider-
ably different from our observed genotype frequencies. But 20
individuals is a small size: How can we be sure this difference is
not merely a consequence of sampling error? Researchers often
use a statistical test known as Pearson’s chi-square (XZ) test.
To conduct a chi-square test, one computes the value of the
test statistic X2, a quantity that measures how far the observed

values deviate from the expected values:

, ©; — E)
Ty

Here, the O; term represents the number of individuals
observed in each category (A;A; A A,, and A,A,), and the E;
term represents the number of individuals we would have
expected to observe in each category under Hardy—Weinberg
equilibrium. In our case, we would have expected to observe
20 X 0.36 = 7.2 A}A, individuals, 20 X 0.48 = 9.6 A,A,
individuals, and 20 X 0.16 = 3.2 A,A, individuals. (Note that
the expected number of individuals need not be an integer.)
The value of the X test statistic is then

,_(10-727 “4-96° (6—-32)
7.2 9.6 3.2

= 6.81

To interpret this quantity, we need to compare it with a criti-
cal value from a chi-square table (which can readily be found
online or in a statistics textbook). To use such a table, we
first need to figure out how many degrees of freedom we have
in our test. Basically, degrees of freedom measure the differ-
ence between the number of free parameters in our data and
the number in the model we are testing (Good 1973). Our
data have two free parameters: the number of A}A| individu-
als in the population, and the number of A}A, individuals in
the population. (The number of A,A, individuals is then con-
strained so that there are 20 individuals in total). The model
we are testing, the Hardy—Weinberg model, has just one free
parameter: the frequency p of the A, allele. (If we know p, then
¢ is constrained so that p and ¢ sum to 1). Therefore, we have
2 — 1 = 1 degree of freedom.

We compare our X° value, 6.81, to the critical value in a
table for 1 degree of freedom at the desired level of signifi-
cance—for example, 5%—which turns out to be 3.84. Our x*
value of 6.81 is larger than this; therefore, our result is signifi-
cant at the 5% level. In other words, if all the assumptions of
the Hardy—Weinberg model have been met, then there is less
than a 5% chance that our results differ so greatly from Hardy—
Weinberg equilibrium frequencies due to sampling error alone.
We conclude that it is likely that one or more of the Hardy—
Weinberg model’s assumptions have been violated in this case.

Suppose that our population had instead been at or near
Hardy—Weinberg equilibrium. Could we have then definitively
concluded that all the Hardy—Weinberg assumptions had been
met? While this cox/d have been the case; the answer is no:
A population may be in Hardy—Weinberg equilibrium even
as one or more of the model’s assumptions are violated. For
example, ongoing mutation could occur without shifting the

genotype frequencies away from Hardy—Weinberg proportions.
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FIGURE 7.11 Pocket mice live in
light and dark rock habitats.

(A) Light-colored rock habitat and
light- and dark-coated pocket mice
on light rock. (B) Dark lava field
habitat and light- and dark-coated
pocket mice on dark rock.

A

the myoglobin locus. For one thing, while we know that the genotype frequencies
are currently in Hardy—Weinberg proportions, we do not yet know that they will
remain there. Furthermore, even if we could show that the Hardy—Weinberg
assumptions were met at this one locus, this would not mean that they would be
met at #// loci in the human genome. Indeed, we know that the assumptions are in
fact violated: We have evidence that the evolutionary processes of natural selection,
assortative mating, mutation, and drift all operate on human populations. Later in
this chapter, we will look at an example in which two of these processes, mutation
and selection, oppose one another in human populations.

7.3 Natural Selection

In the previous section, we examined what happens to genotype frequencies when
the Hardy—Weinberg assumptions are met. In this section, we will extend our model
to include the action of natural selection. Before doing so, let us begin by sketching
out an example of natural selection that occurs in the wild. From there, we will use
the data from this example to make predictions about allele frequency change.

Selection for Coat Color in Pocket Mice

As an example of natural selection in the wild, we return to the character of coat
color in mice, which we discussed in depth in Chapter 3. Here, we will consider not
the oldfield mouse but instead a related species, the rock pocket mouse (Chaetodipus
intermedins), which Hopi Hoekstra studied with Michael Nachman and Susan
D’Agostino (Nachman et al. 2003; Hoekstra et al. 2004; Nachman 2005). Pocket
mice live in rocky areas at low elevations in the Sonoran and Chihuahuan deserts and
are well adapted to desert life. Within the confines of the desert, C. intermedius lives
in one of two very different types of habitat—either on light-colored rocks or on
much darker rocks associated with lava flows. Mice that live on light-colored rocks
tend to have a sandy, gray coat color, while mice that inhabit lava fields are darker
(Figure 7.11) (Benson 1933; Dice and Blossom 1937). Just as with the oldfield mice
in Chapter 3, coat color influences predation risk for pocket mice. Pocket mice whose
coat colors match their environment are much less susceptible to predation than
mice that stand out against the rocks
they inhabit (Dice 1947). We would
expect, then, that natural selection
would favor individuals with coat
colors that offer camouflage in their
natural environment.

The genetic control of coat color
in rock pocket mice is also very
similar to the genetic control seen in
oldfield mice. In pocket mice, coat
coloration is influenced by the same
melanocortin-1 receptor (Mc1R)
that we described for oldfield mice
in Chapter 3. In the pocket mice,
the McIR locus has two alleles that



we will call D and 4. The D allele is associated with dark coloration, whereas the &
allele is associated with light coloration (Nachman et al. 2003). D is dominant to d,
so that DD and D4 individuals both display dark coloration, and only individuals
with the dd genotype display light coloration.

Here, we have a system in which an important character—coloration—is
associated with a single locus and clearly tied to survival. But just how beneficial
is it for an individual to have the allele coding for a coat coloration that matches
the background environment; that is, how advantageous is it for mice on the dark
lava fields to be DD or Dd and for mice along the light-colored rocks to be dd?

To address this question, Nachman and his colleagues collected individuals at
both lava sites and light-colored rock sites in an area along the border between
Arizona and Mexico (Nachman et al. 2003; Hoekstra et al. 2004). Most individuals
at the lava sites were dark-colored, and most individuals at the light-colored rock
sites were light-colored. Each population, however, had a number of individuals
that were “mismatched”; that is, individuals whose coats did not match their
environment. From their data on survival and migration, the researchers were
able to demonstrate that light-colored pocket mice living in the dark lava fields
suffered higher rates of mortality. Their chances of survival ranged from 60% to
98% of the chances of survival of dark-colored mice on the dark lava fields. With
these data in hand, we can now start to make specific predictions about how the
frequencies of the D and 4 alleles should change as a result of natural selection. To
do so, we must build a mathematical model of natural selection that we can then
use to examine the pocket mouse example.

A Simple Model of Natural Selection

We begin with the Hardy—Weinberg model, but we will relax Hardy—Weinberg
assumption number 1: We will now allow natural selection to operate on our
population. To use the terminology we developed earlier in discussing the Hardy—
Weinberg model, but also to allow us to link back to the pocket mouse example, let
us again consider two alleles—allele A, (at frequency p) and allele A, (at frequency
¢)- Think of A as the D allele for dark coloration in our mouse example, and let A,
represent the  allele for light coloration. Because A, is dominant to A,, both the
A1A| and A A, genotypes display dark coloration. But against a dark lava field,
only the A,A, individuals stand out and suffer a reduced survival probability. On
the lava fields, natural selection is thus acting against the A, allele.

To quantify the strength of natural selection against allele A,, we use a parameter
called the selection coefficient, labeled s, to describe the fitness reduction of
the light phenotype relative to the dark phenotype. By convention, the fitness
of one type—here the dark phenotype—is set to 1. The fitness of the other
phenotype—here the light phenotype—is set to 1 —s. The value s = 0 indicates no
selection against an allele; s = 0.25 indicates a 25% reduction in fitness, s = 0.50
indicates a 50% reduction in fitness, and so forth. For light-colored mice in dark
lava environments, Nachman and his team measured survival probabilities ranging
from 98% to 60% of that experienced by the dark-colored mice, depending on
the population examined. As a result, they estimated selection coefficients against
light coloration ranging from 0.02 to 0.40. In our mathematical example, we will
use a selection coefficient s = 0.1.

7.3 Natural Selection
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TABLE 7.1

Fitnesses for a
Dominant Locus

A; DOMINANT TO A,

Our goal now is to predict the change in allele and genotype frequencies over
time as the result of natural selection, with intensity quantified by the selection
coefficient s. We begin by constructing a table of genotypes and their corresponding
fitness values (Table 7.1). In this table, fitness is a measure of the relative lifetime
reproductive success of our three genotypes.

For example, imagine that before natural selection operates, we have 100 A1A,

Genotype Fitness
AA 1 100 A A,, and 100 A,A, individuals in our population, but after selection, the
o numbers are reduced to 60 A;A;, 60 A,A,, and 54 A,A,. If we denote the fitnesses
Ay 1 of AJA, and A, A, as 1, the relative fitness of A,A, is (54/100)/(60/100) = 54/60 =
AxA, L—s 0.9. As such, s = 0.1. Box 7.5 demonstrates how we can make detailed predictions
regarding allele frequency change when natural selection is operating in the case
of the pocket mouse.
For example, Box 7.5 demonstrates that when A, is dominant,
10 the frequency of the A, allele should increase by pg’s/(1 — ¢) in
every generation. Figure 7.12 uses this expression to plot the way
0.8 .
that the allele frequency of A; would change over evolutionary
a 06 — s—01 time for three different values of s. In our rock pocket mouse
0.4 s=04 example where s = 0.1, if the frequency of the dominant dark allele
0.2 — s=07 started at a frequency of just 0.005 in dark lava environments, we
0 would expect that within 400 generations, it would increase to a
0 100 200 300 400 fi
requency near 1.
Generation

FIGURE 7.12 The consequences
of natural selection favoring a
dominant allele. The larger the
selection coefficient, the stronger
the action of natural selection. As
